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1 Introduction and general idea of this paper

The Maldacena conjecture [1–3] substantially changed the panorama of theoretical physics.

In the last fourteen years, the area has been dominated by ideas tightly associated with

gauge-Strings dualities. In most of the examples, the idea is to use dualities to study

interesting aspects of quantum field theories (QFTs) which cannot be approached by per-

turbative techniques. A massive amount of work deals with theories with minimal SUSY in

different number of dimensions. This lead to the discovery of new string backgrounds [4–6]

that encode phenomena as diverse and nontrivial as confinement, breaking of global sym-

metries, presence of domain-wall like objects, diverse correlation functions, etc. In all these
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cases the QFT is strongly coupled but the duality relates these nontrivial phenomena to

semi classical calculations on the string theory side. This line of work evolved in many

directions, with many applications to different branches of Theoretical Physics.

One of these directions is the construction of duals to field theories in four dimensions

realized on the worldvolume of Dp>3 branes, where (p−3) directions have been compactified

on a small manifold. The compactification is (usually) performed in a way that preserves

the smallest amount of SUSY. These field theories, are higher-dimensional in disguise; the

whole construction is in spirit, similar to the Kaluza-Klein idea. In this paper, we will deal

with one such example. We will consider the case in which D6 branes wrap a calibrated

three-cycle inside the deformed conifold. Extensions of this case to different number of

dimensions, different number of preserved SUSY, etc; have been studied. In particular,

if these configurations in Type IIA string theory are lifted to eleven dimensions, the con-

figurations become purely geometric, leading to the associated seven-dimensional spaces

possesing G2 holonomy. This line of research [7]–[14], was quite fertile, specially on the

mathematical side where it lead to the construction of new metrics withG2 holonomy. How-

ever, it did not give as many physically interesting result as its Type IIB counterparts [4–6].

In this work we present a family of those ‘old’ G2 metrics, reduce the system to Type IIA

and study some of its physical implications, making sharper the reasons for which they

failed to capture some of the phenomena their Type IIB counterpart were able to calculate.

In parallel with these ‘physically motivated’ discoveries, a powerful line of research was

developed, aiming to a complete classification of different backgrounds by specifying their

G-structure [15–18]. In particular, in these four dimensional and SUSY preserving exam-

ples, it is possible to encode all the information about the background (BPS equations,

metric, fluxes, calibrated sub-manifolds, etc), in a set of forms defined on the space ‘exter-

nal’ to the Minkowski coordinates. Furthermore, the SU(2) and SU(3) structures typical

of these backgrounds, their associated pure spinors and forms encode in subtle ways quite

common operations in QFT [19–25]. In this paper we complement the above mentioned

study of the type IIA backgrounds associated with the wrapped D6 branes and their precise

description in terms of G-structures.

We also perform an operation on the geometry called non-Abelian T-duality. For a

sample of old and recent research on the topic, see [26]–[40]. We generate new Type IIB

solutions that preserve four supercharges; hence it is dual to a minimally SUSY 4-d QFT .

We describe the result of the non-Abelian T-duality in terms of the generated G-structure.

We believe, ours is one of the first few examples of dynamical SU(2)-structure in Type

IIB. We will use the word ‘dynamical’ to denote the fact that the quantities k⊥, k‖ defined

in eq. (3.20), are point dependent, changing value through out the internal manifold. We

will propose a relation between the ‘dynamical’ character of the SU(2)-structure and the

phenomena of confinement in the dual QFT.

The structure of the paper is the following. In section 2 — that contains a fair amount

of review but also various original pieces, we will sumarise the eleven-dimensional and Type

IIA supergravity solutions that will act as the ‘seed backgrounds’ for our non-Abelian T-

duality generating technique. Their G-structure will be carefully discussed. We will also

present the explicit numerical solutions to the BPS equations and clarify their asymptotics.
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In section 3, the action of non-Abelian T-duality on the Type IIA backgrounds, the new

generated solutions in Type IIB and a discussion of their G-structure will be spelled-out

in detail. Different dual field theory aspects of the original and of the generated solution

will be described in section 4. Finally, we close the paper in section 5 with some global

remarks and proposing topics to be investigated. An appendix that discusses the delicate

numerical study, complements the presentation.

2 Presentation of the background

We will start with the pure metric configuration in eleven-dimensions found in [10, 11]. We

consider the family called D7. The notation we will adopt is that of [11]. We will have two

sets of left invariant forms of SU(2),

σ1 = cosψ1 dθ + sinψ1 sin θ dϕ , Σ1 = cosψ2 dθ̃ + sinψ2 sin θ̃ dϕ̃

σ2 = − sinψ1 dθ + cosψ1 sin θ dϕ , Σ2 = − sinψ2 dθ̃ + cosψ2 sin θ̃ dϕ̃

σ3 = dψ1 + cos θ dϕ , Σ3 = dψ2 + cos θ̃ dϕ̃

(2.1)

which satisfy the SU(2) algebras

dσ1 = −σ2 ∧ σ3 + cyclic perms., dΣ1 = −Σ2 ∧ Σ3 + cyclic perms. (2.2)

The eleven dimensional metric is of the form ds2
11 = dx2

1,3 + ds2
7, with

ds2
7 = dr2 + a2 [(Σ1 + g σ1)2 + (Σ2 + g σ2)2] + b2 (σ2

1 + σ2
2) + c2(Σ3 + g3 σ3)2 + f2σ2

3 , (2.3)

where a, b, c, f , g and g3 are functions only of the radial variable r. The six functions are

not all independent, the relations

g(r) =
−a(r)f(r)

2b(r)c(r)
, g3(r) = −1 + 2g(r)2. (2.4)

are necessary for the BPS system

ȧ = − c

2a
+
a5f2

8b4c3
, ḃ = − c

2b
− a2(a2 − 3c2)f2

8b3c3
,

ċ = −1 +
c2

2a2
+

c2

2b2
− 3a2f2

8b4
, ḟ = − a

4f3

4b4c3
, (2.5)

to satisfy the equations of motion. We have checked that these equations imply that the

eleven dimensional metric satisfies Rµν = 0.

2.1 The Type IIA version

For our purposes, we need the Type IIA version of the configuration presented above and

we need to pick a U(1) isometry to reduce on. The relevant U(1) isometry is generated by

the Killing vector ∂ψ1 + ∂ψ2 . Having this in mind we rewrite the metric in a way which

makes the isometry manifest,

ds2
11 = dx2

1,3 + dr2 + b2
[
(σ1)2 + (σ2)2

]
+ a2

[
(Σ1 + gσ1)2 + (Σ2 + gσ2)2

]

– 3 –



J
H
E
P
0
8
(
2
0
1
4
)
1
0
7

+
f2c2

f2 + (1 + g3)2c2
(σ3 − Σ3)2

+
1

4

[
f2 + (1 + g3)2c2

] [
σ3 + Σ3 +

f2 − c2(1− g2
3)

f2 + (1 + g3)2c2
(σ3 − Σ3)

]2

, (2.6)

Note that in this metric nothing depends on the combination (ψ2 +ψ1). Now Kaluza-Klein

reduction simply amounts to dropping the last line in eq. (2.6) which has been written as

a complete square for that purpose. In particular we can now read off the dilaton and the

RR one-form gauge field,

eφ = 2−3/2
[
f2 + (1 + g3)2c2

]3/4
, A1 =

f2 − c2(1− g2
3)

f2 + (1 + g3)2c2
(σ3 − Σ3) + cos θdφ+ cos θ̃dφ̃ .

(2.7)

The ten-dimensional metric in string frame is given by

ds2
IIA =

1

2

{
dx2

1,3 + b2
[
(σ1)2 + (σ2)2

]
+ a2

[
(Σ1 + gσ1)2 + (Σ2 + gσ2)2

]
+

f2c2

f2 + (1 + g3)2c2
(σ3 − Σ3)2 + dr2

}
×
[
f2 + (1 + g3)2c2

]1/2
(2.8)

Notice that the metric depends explicitly on ψ = ψ2 − ψ1 and not on the coordinate on

which we reduced, ψ+ = ψ2 + ψ1. It is then advantageous to introduce a third set of

one-forms:

ω̃1 = cosψ dθ̃+sinψ sin θ̃ dϕ̃, ω̃2 = − sinψ dθ̃+cosψ sin θ̃ dϕ̃, ω̃3 = dψ+cos θ̃dϕ̃. (2.9)

It should be pointed out here that the metric is written in terms of two-pairs of left-invariant

forms of SU(2). In the following section, we will perform a non-Abelian T-duality on the

SU(2) described by the coordinates (θ, ϕ, ψ).

Upon rescaling the Minkowski part of the space by a constant µ and reinstating the

factors of α′, gs, the full metric, dilaton and RR field strength are,1

ds2
IIA,st = α′gsNe

2A

[
µ

α′gsN
dx2

1,3 + dr2 + b2(dθ2 + sin2 θdϕ2)+

+ a2(ω̃1 + gdθ)2 + a2(ω̃2 + g sin θdϕ)2 + h2(ω̃3 − cos θdϕ)2

]

h2 =
c2f2

f2 + c2(1 + g3)2
, e4/3φ =

c2f2

4(gsN)2/3h2
, e4A =

c2f2

4h2

F2√
α′gsN

= −(1 +K) sin θdθ ∧ dϕ+ (K − 1)ω̃1 ∧ ω̃2 −K ′dr ∧ (ω̃3 − cos θdϕ).

(2.10)

where

K(r) =
f2 − c2(1− g2

3)

f2 + c2(1 + g3)2
.

1One can send ds26 → A1ds
2
6, F2 → A2F2, e−4φ/3 → A3e

−4φ/3 and still have a solution of IIA super-

gravity, preserving N = 1 SUSY provided A2
1A

3
3 = A4

2. We choose A1 = α′gsN , A2 =
√
α
′
gsN and A3 =

(gsN)2/3, so that the dilaton is independent of α′. The parameter µ is just a scaling the R1,3 coordinates.

– 4 –
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Note that F2 contains two components with no ‘legs’ on the radial coordinate r:

F2

∣∣∣∣∣
r=r0

= −Ngs
√
α′
[
(K + 1) sin θdθ ∧ dϕ− (K − 1) sin θ̃dθ̃ ∧ dϕ̃

]
. (2.11)

Thus, we only have flux quantisation on cycles for which the K(r) parts mutually cancel.

For example on Σ2 = [θ̃ = θ, ϕ̃ = ϕ], ψ =constant, which is a SUSY cycle in the IR, we

have

F2

∣∣∣∣∣
Σ2

= −2gsN
√
α′ sin θdθ ∧ dϕ. (2.12)

As we will see below, under the non-abelian T-duality, these two terms in F2 will not be

mapped to the same dual flux. We require that the flux on Σ2 is quantised in the usual

fashion

−
∫
F2 = 2κ10T6N. (2.13)

To achieve this we use,

Tp =
1

(2π)pα′
p+1
2 gs

, 2κ10 = 4(2π)7α′ 4g2
s . (2.14)

So that we may associate the charge of the D6 branes N with an SU(N) gauge group in

the dual QFT.

2.2 G-structures: from G2 to SU(3)

We derive the G-structures and SUSY conditions at each step going from M-theory to

type-IIA. For clarity in presentation, in this section gs = α′ = N = 1.

As is shown in [11], the M-theory background obeys the condition of G2 holonomy.

Hence, following [11], but in notation suggestive of dimensional reduction, we introduce a

set of vielbeins for the 7d internal space as defined in eq. (2.6) — here we call z = ψ+,

êr = dr, ˆ̃eθ = bσ1, ˆ̃eϕ = bσ2, êz = e2φ/3(dz +A1)

ˆ̃e1 = a(Σ1 + gσ1), ˆ̃e2 = a(Σ2 + gσ2), ê3 = h(Σ3 − σ3).
(2.15)

Here we have used the definitions introduced in previous sections (the reason for the clut-

tered by tildes definition will become clear shortly). The following three-form can be con-

structed from the projections on the SUSY spinor, needed to derive the BPS system [11],

Φ̃3 = êr ∧ (ˆ̃e1θ + ˆ̃e2ϕ + e3z) + (ˆ̃e12 − ˆ̃eθϕ) ∧ (αê3 + βêz) + (ˆ̃e1ϕ − ˆ̃e2θ) ∧ (αê3 − βêz) (2.16)

where

α(r) =
ag√

b2 + a2g2
, β(r) =

b√
b2 + a2g2

, α2 + β2 = 1. (2.17)

It is then simple to show that the three-form obeys

dΦ̃3 = 0, d ?7 Φ̃3 = 0, (2.18)

– 5 –
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once the BPS equations (2.5) are imposed. We would now like to dimensionally reduce the

G2 SUSY conditions to find the corresponding conditions in type-IIA. Fortunately, this was

done in full generality in [41] and in a rather similar scenario in [42]. The corresponding

conditions are those of an SU(3)-structure. All one needs is to convert eq. (2.16) to Scherk-

Schwarz gauge then follow the prescription of [41]. This is achieved through a rotation in

both the ˆ̃eθ, ˆ̃eϕ and ˆ̃e1, ˆ̃e1 planes such that:

êθ = cosψˆ̃eθ − sinψˆ̃eϕ = bdθ

êϕ = sinψˆ̃eθ + cosψˆ̃eϕ = b sin θdϕ

ê1 = cosψˆ̃e1 − sinψˆ̃e2 = a(ω1 + gdθ)

ê2 = sinψˆ̃e1 + cosψˆ̃e2 = a(ω2 + g sin θdϕ).

(2.19)

The corresponding three-form, Φ3 is the same as eq. (2.16) with ˆ̃e → ê and is obviously

still both closed and co-closed. The vielbeins of the new 6-d internal space can be neatly

expressed as

er = eφ/3dr, eθ = eφ/3bdθ, eϕ = eφ/3b sin θdϕ

e1 = eφ/3a(ω̃1 + gdθ), e2 = eφ/3a(ω̃2 + g sin θdϕ), e3 = eφ/3h(ω̃3 − cos θdϕ),
(2.20)

while the 11-D vielbeins are of the form êA = (ea, êz). The SU(3) structure is then given

in terms of the 3-form by:

Jab = Φabz, (Ωhol)abc = Φabc − i(?6Φ)abc. (2.21)

which amounts in this case to

J = −e3r + (αe2 + βeϕ) ∧ eθ + e1 ∧ (−αeϕ + βe2)

Ωhol = (−e3 + ier) ∧ ((αe2 + βeϕ) + ieθ) ∧ (e1 + i(−αeϕ + βe2)).
(2.22)

These can be used to construct two pure-spinors,

Ψ+ =
eA

8
e−iJ , Ψ− =

eA

8
Ωhol, (2.23)

that can be shown to satisfy the pure spinors SUSY conditions

d(e2A−φΨ+) = 0

d(e2A−φΨ−) = e2A−φdA ∧ Ψ̄− + i
e3A

8
?6 F2,

(2.24)

which, collecting forms of equal size, gives

dJ = 0

d(e3A−φ) = 0

d(e2A−φReΩhol) = 0

d(e4A−φImΩhol)− e4A ?6 F2 = 0

(2.25)

these relations are all satisfied once eqs. (2.5) are taken into account. We will choose

3A = φ. Also, notice that F4 = 0 for backgrounds of SU(3)-structure.

– 6 –



J
H
E
P
0
8
(
2
0
1
4
)
1
0
7

2.2.1 Potential and calibrations

It is useful to derive an expression for the seven form C7 that acts as a potential for F8,

i.e. F8 = ?F2 = dC7. One finds,

C7 = e4A−φvol4 ∧ ImΩhol. (2.26)

The calibration form of space-time filling D branes is given by [17, 18],

Ψcal = −8e3A−φ (ImΨ−) = −e4A−φImΩhol. (2.27)

Clearly we have vol4 ∧Ψcal +C7 = 0 so any space-time filling D6 brane wrapping a 3-cycle

Σ3 such that the calibration condition

e4A−φ√detGΣ3 = e4A−φImΩhol

∣∣∣∣
Σ3

(2.28)

is satisfied will be SUSY.2 The same condition must be satisfied for any odd cycle and so

the only non vanishing odd cycles are 3-cycles (if B2 were turned on we could also have

5-cycles). A similar calculation shows that potential even SUSY cycles are Σ2, Σ6 such

that (these are calibrated by ImΨ+),√
detGΣ2 = J

∣∣∣∣
Σ2

,
√
detGΣ2 = −1

6
J ∧ J ∧ J

∣∣∣∣
Σ6

. (2.29)

All the information above, only relies on the backgrounds in eqs. (2.3), (2.10) and their

BPS equations (2.5). We will now describe some solutions to this system of first order,

ordinary and non-linear equations.

2.3 Explicit solutions

Let us first describe a couple of known exact solutions. There is a simple solution to

eqs.(2.5) given by,

a(r) = c(r) = −r
3
, b(r) = f(r) =

r

2
√

3
. (2.30)

This solution corresponds to a R1,4 ×M7 space with metric (2.3),

ds2
11 = dx2

1,3+dr2+
r2

9

[(
Σ1−

1

2
σ1

)2

+

(
Σ2−

1

2
σ2

)2]
+
r2

12
(σ2

1+σ2
2)+

r2

9

(
Σ3−

1

2
σ3

)2

+
r2

12
σ2

3.

(2.31)

When reduced to ten dimensions the resulting IIA dilaton behaves as e4φ/3 ∼ r2. This

solution present a singularity at r = 0 and the need to lift this background to M-theory

for large values of the radial coordinate, to avoid strong coupling in IIA. This solution is

the ‘unresolved’ version of the one written in — for example — eqs. (3.16)–(3.17) of [43].

In that case, we will have

dr =
dρ√

1− a3

ρ3

, b2 = f2 =
ρ2

12
, a2 = c2 =

ρ2

9

(
1− a3

ρ3

)
. (2.32)

2We work in conventions where the DBI and WZ actions have a relative sign difference.
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This solution avoids the singularity by ending the space at ρ = a. Still, the behavior of

the dilaton is such that it the Type IIA description is strongly coupled for large values of

the radial coordinate r. To avoid this last issue and to have a background fully contained

in type IIA, we will describe new solutions that are both non-singular and with bounded

dilaton. These new solutions, turn out to not be known in exact form, but semi-analytically,

that is as series expansions for large and small values of r, complemented with a careful

numerical interpolation. We will study them below.

2.4 Semi-analytical solutions

Since our goal is to work with trustable backgrounds in Type IIA we will be mostly inter-

ested in solutions with bounded dilaton and everywhere finite Ricci and Riemann invariants.

The asymptotic large radius r →∞, form of these solutions is,

a(r) =
r√
6
−
√

3q1R1√
2

+
21
√

3R1
2

√
2 16r

+
63
√

3q1R1
3

√
2 16r2

+
9
√

3
(
672q1

2 + 221
)
R1

4

√
2 512r3

+

+
81
√

3q1
(
224q1

2 + 221
)
R1

5

√
2 512r4

+

√
3
(
2048h1 + 1377

(
768q1

4 + 1632q1
2 + 137

)
R1

6
)

√
2 8192r5

+ . . .

b(r) =
r√
6
−
√

3q1R1√
2
− 3
√

3R2
1

4
√

2r
− 9
√

3q1R
3
1

4
√

2r2
− 9
√

3(37 + 96q21)R14

128
√

2r3
− 81

√
3q1(37 + 32q21)R5

1

128
√

2 r4
+

+

√
3(512h1 − 81(133 + 1920q21 + 960q41)R6

1)

2048
√

2 r5
+ . . .

c(r) = −r
3

+ q1R1 −
9R2

1

8r
− 27q1R

3
1

8r2
− 9(17 + 36q21)R4

1

32r3
− 81q1(17 + 12q21)R5

1

32r4
+
h1
r5

+ . . .

f(r) = R1 −
27R1

3

8r2
− 81q1R1

4

4r3
−

243R1
5
(
12q1

2 + 1
)

32r4
−

729R1
6
(
4q1

3 + q1
)

8r5
+ . . . (2.33)

where q1, R1 and h1 are constants.

Close to r → 0 one has

a(r) =
r

2
− (q2

0 + 2)r3

288R2
0

− (−74− 29q2
0 + 31q4

0)r5

69120R4
0

+ · · · ,

b(r) = R0 −
(q2

0 − 2)r2

16R0
− (13− 21q2

0 + 11q4
0)r4

1152R3
0

+ · · · ,

c(r) = −r
2
− (5q2

0 − 8)r3

288R2
0

− (232− 353q2
0 + 157q4

0)r5

34560R4
0

+ · · · ,

f(r) = q0R0 +
q3

0r
2

16R0
+
q3

0(−14 + 11q2
0)r4

1152R3
0

+ · · · , (2.34)

g(r) =
q0

2
+
q0(q2

0 − 1)

24R2
0

r2 + · · · ,

g3(r) =
q2

0 − 2

2
+
q2

0(q2
0 − 1)

12R2
0

r2 + · · · .

Note that a(r) and c(r) collapse in the IR and the other two functions do not. The constants

q0 and R0 determine the IR behavior. Similarly, q1, R1 and h1 are the UV parameters. Not

for every set of q0, R0, q1, R1, h1 there will exist a solution that interpolates between (2.33)

and (2.34). For example, as seen in figure 1, if we numerically integrate forward from

– 8 –
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the IR, not every value of R0, q0 leads to a stabilized dilaton. Similarly if we integrate

back from the UV using eq.(2.33) as boundary conditions we do not necessarily get to an

IR like that in eq.(2.34). Nevertheless, it is possible to show numerically that solutions

interpolating between the behavior of eqs.(2.33) and (2.34) do exist. In figure 2 we present

representatives of such solutions. To obtain these numerical solutions we shoot from the IR

and minimize the mismatch between this forward integrated solution and the required UV

behavior. This minimization procedure determines the UV parameters (see appendix A

for more details). Also, we have defined some other functions in terms of the above, their

expansions read, for r →∞

e4A = (gsN)3/2e4φ/3

e4A =
R2

1

4
− 9R4

1

8r2
+O

(
1

r

)3

h2 =
r2

9
− 2

3
r (q1R1) +

1

2

(
2q2

1 + 1
)
R2

1 +O

(
1

r

)1

K =
6561R4

1

64r4
+O

(
1

r

)5

g =
3R1

2r
+

9q1R
2
1

2r2
+

27
(
16q2

1 − 1
)
R3

1

32r3
+O

(
1

r

)4

g3 = −1 +
9R2

1

2r2
+

27q1R
3
1

r3
+

81
(
24q2

1 − 1
)
R4

1

16r4
+O

(
1

r

)5

(2.35)

and for r → 0, we have

e4A =
1

4
q2

0R
2
0 +

3

64
q4

0r
2 +

q4
0

(
37q2

0 − 40
)
r4

3072R2
0

+O
(
r6
)

h2 =
r2

4
+

(
q2

0 − 16
)
r4

576R2
0

+O
(
r6
)

K = 1− r2

4R2
0

+

(
40− 7q2

0

)
r4

576R4
0

+O
(
r6
)

g =
q0

2
+
q0

(
q2

0 − 1
)
r2

24R2
0

+
q0

(
91q4

0 − 179q2
0 + 88

)
r4

13824R4
0

+O
(
r6
)

g3 =
1

2

(
q2

0 − 2
)

+
q2

0

(
q2

0 − 1
)
r2

12R2
0

+
q2

0

(
115q4

0 − 227q2
0 + 112

)
r4

6912R4
0

+O
(
r6
)

(2.36)

The numerical solutions presented in figures 2 satisfy R0q0 = 2. This corresponds to

choosing the normalization of the dilaton such that (gsN)3/2e4φ0/3 = 1, where φ0 is the

value of the dilaton at r = 0. Also, since we want solutions with monotonically increasing

dilaton, we require comparing eq.(2.35) with eq. (2.36), that R2
1 > q2

0R
2
0.

2.4.1 Asymptotic behaviour

After reducing to ten dimensions the simple exact solution mentioned above leads to a

background with metric easily obtained from eq. (2.31), dilaton e
4φ
3 = r2

36(gsN)2/3
and

– 9 –
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2

3

4

5

6
e 4 Φ�3

Figure 1. e
4φ
3 for different values of q0 and R0. We keep q0R0 = 2 fixed which amounts to fixing

the normalization of the dilaton in the IR.

F2 = −
√
a
′
gsN(sin θdθ ∧ dϕ + ω̃1 ∧ ω̃2). Notice that the space is not asymptotically

T 1,1 for the exact solutions. On the other hand, the numerical solutions with stabilized

dilaton behave in the UV as,

ds2
IIA,st = α′gsN

R1

2

[
µdx2

1,3

α′gsN
+ dr2 + r2

(
1

6
(dθ2 + sin2 θdϕ2 + (ω̃1)2 + (ω̃2)2)

+
1

9
(ω̃3 − cos θdϕ)2

)
+ . . .

]
(2.37)

with

(gsN)2/3e
4φ
3 =

R2
1

4
− 9R4

1

8r2
− 27q1R

5
1

4r3
. . .

F2 = −
√
α
′
gsN

[(
1− 81R2

1

8r2
+ . . .

)
sin θdθ ∧ dϕ+

(
1 +

81R2
1

8r2
+ . . .

)
ω̃1 ∧ ω̃2

−
(

81R2
1

4r3
+ . . .

)
dr ∧ (ω̃3 − cos θdϕ)

]
∼ −
√
α′gsN(sin θdθ ∧ dϕ+ ω̃1 ∧ ω̃2) (2.38)

In the UV the five dimensional internal space is T 1,1. Thus, the space is asymptotically

R1,3 ×CY6 with a constant dilaton and constant F2. This ‘flat space’ asymptotics is char-

acteristic of duals to QFTs whose UV behavior is controlled by an irrelevant operator —

this will come back when dealing with the QFT analysis. Somehow the field theory is taken

out of the ‘decoupling limit’. On the other hand, in the IR the metric, dilaton and RR

form asymptote to,

ds2IIA,str =
q0R0α

′gsN

2

[
µdx21,3 + dr2 +R2

0

(
dθ2 + sin2 θdϕ2

)
+
r2

4
dΩ3

]
+ . . .

dΩ3 = (ω̃1+dθ)2+(ω̃2+sin θdϕ)2+(ω̃3−cos θdϕ)2, (gsN)2/3e4φ/3 =
q20R

2
0

4
+

3q40
64

r2 + . . .

F2 = −2
√
α
′
gsN sin θdθ ∧ dϕ+ . . .

(2.39)
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Figure 2. A numerical solution for a(r), b(r), c(r) and f(r) obtained by forward integration

of the BPS equations with (2.34) as boundary conditions, R0 = 10, and q0 = 1/5. After

the minimization procedure explained in the appendix A we find that for the UV parameters

q1 = 1.31946, R1 = −2.03087, h1 = −1.9733 this solution has the required UV behavior (2.33).

We also plot h(r)2 and e4φ/3 defined in (2.10).
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The material discussed in this section is not all original; we have rewritten some of it to

ease the analysis of the next section. However, we should point out that the semi-analytic

solutions with stabilized dilaton and no singularities (though have been discussed in [10]

and [11]) are found explicitly — with the explicit delicate numerics — in this paper. These

solutions will play an important role in the next sections.

3 Non-Abelian T-duality

In this section, we will present completely original material. We will construct a new

solution in Type IIB supergravity preserving four supercharges. This background will have

SU(2)-dynamical structure. We believe this type of solution is new in the literature.

The technique we will use to construct this new background is non-Abelian T-duality,

see [26]–[39] for a partial sample of papers. The reader unfamiliar with this technology

should read section 2 in [33] for a clear explanation of the whole procedure.

We will straightforwardly present the new background in type IIB supergravity. Fol-

lowing the conventions of section 2 of the paper [33] and starting from the background

in eq. (2.10) we perform a non-Abelian T-duality on the SU(2) isometry parametrised by

(θ, ϕ, ψ) and gauge fix such that θ = ϕ = v1 = 0, so that the solution generated still de-

pends on the angles (θ̃, ϕ̃, ψ) and on the new coordinates (v2, v3) — see the short discussion

below eq. (2.8) about the explicit SU(2) invariances of the background. We remind the

reader that ω̃i,

ω̃1 = cosψ dθ̃+ sinψ sin θ̃ dϕ̃, ω̃2 = − sinψ dθ̃+ cosψ sin θ̃ dϕ̃, ω̃3 = dψ+ cos θ̃dϕ̃. (3.1)

In the process of doing this non-Abelian T-duality, we generate an entirely new NS and

RR sector and type-IIB metric. The T-dual metric is given by (we take gs = α′ = µ = 1

and we remind the reader that below eq. (2.25) we set 3A = φ),

ds2IIB,st= e2A

[
dx21,3 +Ndr2 +Nâ2(dθ̃2 + sin2 θ̃dϕ̃2)

]
+

1

detM

[
2(v3dv2+v3dv3)2+ (3.2)

+ 4N2e4Ab̂

(
b̂2(dv3 + ĉv2ω̃2)2 + h2(ĉ2v23ω̃

2
1 + (dv2 − ĉv3ω̃2)2) + 2ĉv2v3ω̃1ω̃3 + v22ω̃3)

)]

where

detM = 4e2AN
(

2e4AN2b̂4h2 + b̂2v2
2 + h2v2

3

)
, (3.3)

which also appears in the definition of the dual dilaton

e−2Φ = detMe−2φ, (3.4)

and we have introduced the following functions for convenience of presentation

â =
ab√

b2 + a2g2
, b̂ =

√
b2 + a2g2, ĉ =

a2g

b2 + a2g2
. (3.5)
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The many and complicated forms that this background supports can be expressed in a

relatively compact manner through a judicious choice of dual vielbein basis êa, namely

ex
µ

= eAdxµ, er = eA
√
Ndr, e1,2 = eA

√
Nâω̃1,2

e1̂ =
2
√
NeAb̂

detM

[
−
√

2v2(v2dv2 + v3dv3)− 2
√

2e4AN2b̂2h2(dv2 − ĉv3ω̃2)

+ 2e2ANh2v3(v3ĉω̃1 + v2ω̃3)

]
e2̂ =

4e3AN3/2b̂

detM

[
v2b̂

2(dv3 + ĉv2ω̃2) + h2(ĉv2
3ω̃2 − v3dv2)

− 2
√

2e2ANh2b̂2(ĉv3ω̃1 + v2ω̃3)

]
e3̂ =

2eA
√
Nh

detM

[
−
√

2v2(v2dv2 + v3dv3)− 2
√

2e4AN2b̂4(dv3 + ĉv2ω̃2)

− 2e2ANb̂2v2(ĉv3ω̃1 + v2ω̃3)

]
.

(3.6)

With respect to this basis the NS two-form is given by3

B2 =
1

âb̂v2

[
âhv2e

1̂3̂ − b̂ĉhv3e
13̂ − b̂2

(
ĉv2e

11̂ +
√

2e2ANâhe2̂3̂
)]

(3.7)

The RR sector is given by,

F1 =
2e−A

√
N(K + 1)

âb̂

[
b̂
(
ĉv2e

2 +
√

2e2ANâhe3̂
)
− âv2e2̂

]
− 2e−A

√
NK ′v3e

r,

F3 =
2(K + 1)e−A

√
N

âb̂2

[
b̂2ĉv2e

11̂2̂ + b̂ĉhv3
(
e21̂3̂ − e12̂3̂

)
−
√

2e2ANb̂3ĉ
(
e11̂3̂ + e22̂3̂

)
+ âhv3e

1̂2̂3̂

]
+

+
2e−A

√
Nb̂K ′

h

[√
2e2ANb̂her1̂2̂ + v2e

r1̂3̂

]
+

2e−A
√
NU

â

[
b̂v2e

121̂ + hv3e
123̂

]
,

F5 =
2
√

2eAN3/2b̂hU

â2

[
etx

1x2x3

− e121̂2̂3̂
]
,

(3.8)

where

U = ĉ(K + 1)− (K − 1), (3.9)

has been defined for convenience. We also note that the potential such that F1 = dC0 is

actually very simple, namely C0 = −2N(K + 1)v3. We have checked using Mathematica

that this background solves the Einstein, dilaton, Maxwell and Bianchi equations of Type

IIB, once the eqs. (2.5) are imposed.

Notice, that like in the paper [50], our background’s warp factors and dilaton depend

on more than one coordinate — (r, v2, v3) — in our case.

3Note that the procedure of [33] actually gives the NS two from up to an exact B2,eq. (3.7) = B2,NATD +
1√
2
dψ ∧ dv3. The choice we make is merely more simple in vielbein basis.
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3.1 Asymptotics

In the IR the new 3 manifold that is generated has induced metric

ds2
3 =

1

2Nq0R3
0v

2
2

(
2v2

2dv
2
2 + 4v2v3dv2dv3 + (N2q2

0R
6
0 + 2v3)dv2

3

)
+ . . . (3.10)

The form of this metric suggests that v2 = 0 produces a singularity and indeed calculating

the curvature invariants in the IR are all inversely proportional to some power of v2. For

instance

R =
q2

0(2N2R6
0 − 15v2) + 4v2

3

2Nq0R3
0v

2
2

+ . . . (3.11)

One may want to restrict the range of the coordinate v2 > 0 to ensure our solution is

non singular. This is a physical requisite on a coordinate, that the process of non-Abelian

duality gives no information on. But, imposing that v2 > 0 may lead to a space that

is not consistent geometrically, namely the manifold would not be well defined (probably

geodesically incomplete). It should be interesting to determine if there is any geometrical

obstruction to such restriction. We will elaborate more on this point below.

The appearence of this possible-singular behavior at v2 = 0 is due to the fact that we

are T-dualising on a manifold (θ, ϕ, ψ) with a shrinking fiber ψ. See eq. (2.10) together

with eq. (2.36). Since the non-Abelian T-duality (at least at the supergravity level as we

are doing it) does not restrict the range of the coordinates, we may propose to restrict

v2 > 0. Recent developments on the sigma model side of the formalism [40] may illuminate

these issues, but still more work on the topic is needed. It may be that the restriction

v2 > 0 is not feasible as discussed above and/or generates a manifold with a boundary. In

that case, our solution would present a singularity at v2 = 0. Physical observables would

be trustable as long as they do not ’sit’ on the point v2 = 0.

In the UV the 3 manifold has induced metric

d2s3 =
3

NR1r2

(
2dv2

2 + 3dv2
3 + 2v2(dψ + cosψdθ̃)2

)
+ . . . (3.12)

Although this is vanishing, in line with our expectations from dualising a manifold which

blows up, all the curvature invariants remain finite. Related to this is the fact that, whilst

the induced metric g3 vanishes, the string volume e−Φ
√

det g3 is finite.

Finally, let us quote the asymptotics of the dilaton of Type IIB. For small values of r,

we have

eΦ =
q0

4Nv2
−
r2
(
q0

(
N2q2

0R
6
0 + 2

(
v2

3 −
(
q2

0 − 1
)
v2

2

)))
64
(
NR2

0v
3
2

) + . . . . (3.13)

while the dual dilaton for r →∞ is,

eΦ =
9√

2N2r3
+

81q1R1√
2N2r4

+
243
√

2q2
1R

2
1

N2r5
+ . . . . (3.14)
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3.2 G-structure

The seed type-IIA solution of section 2.1 exhibits confinement and supports an SU(3)

structure as discussed in section 2.2. The results of [48] suggest that the T-dual solution

should support a dynamical SU(2)-structure, defined by a point dependent rotation between

the two 6-d internal killing spinors. This is indeed the case, we will present the structure

here and refer the reader to appendix D of [48] for the details of the calculation4 To express

the structure succinctly it is useful to introduce a new set of vielbeins, which are a rotation

of eq. (3.6),

er = eA
√
Ndr , ěθ = eA

√
Nâ dθ̃ , βeϕ + αe2 = eA

√
Nâ sin θ̃dϕ̃ ,

e1
′

=
2eA
√
Nb̂

detM

[
− 2
√

2e4AN2b̂2h2
(

cosψdv2 − ĉv3(sinψω̃1 + cosψω̃2)− v2 sinψω̃3

)
−
√

2v2 cosψ(v2dv2 + v3dv3) + 2e2AN

(
− b̂2v2 sinψ(dv3 + ĉv2ω̃)

+ h2v3
(

sinψdv2 + ĉv3(cosψω̃1 − sinψω̃2) + v2 cosψω̃3

))]
αeϕ−βe2

′
=

2eA
√
Nb̂

detM

[
− 2
√

2e4AN2b̂2h2
(

cosψdv2 − ĉv3(sinψω̃1 + cosψω̃2)− v2 sinψω̃3

)
−
√

2v2 cosψ(v2dv2 + v3dv3) + 2e2AN

(
− b̂2v2 sinψ(dv3 + ĉv2ω̃)

+ h2v3
(

sinψdv2 + ĉv3(cosψω̃1 − sinψω̃2) + v2 cosψω̃3

))]
e3

′
=

2eA
√
Nh

detM

[
−
√

2v2(v2dv2 + v3dv3)− 2
√

2e4AN2b̂4(dv3 + ĉv2ω̃2)

− 2e2ANb̂2v2(ĉv3ω̃1 + v2ω̃3)

]
.

(3.15)

One then takes these vielbeins ordered as (rθϕ1′2′3′) and rotates to define another basis of

vielbeins as

ẽ = R.e′. (3.16)

The matrix with which this rotation is performed is

R =
1√
∆



β 0 0 ζ1 −ζ2β ζ3

0
√

∆ 0 0 0 0

0 0
√

∆ 0 0 0

−ζ1 0 0 β ζ3 ζ2β

ζ2β 0 0 −ζ3 β ζ1

−ζ3 0 0 −ζ2β −ζ1 β


(3.17)

where

∆ = β2 + ζ2
1 + ζ2

2β
2 + ζ2

3 (3.18)

4Actually it is the isometry defined by (θ̃, ϕ̃, ψ) that is dualised in appendix D of [48], but this calculation

is completely analogous to our’s. Our result is non-singular in the radial coordinate r.
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and

ζ1 = −e
−2Av2 cosψ
√

2Nb̂h
, ζ2 = −e

−2Av2 sinψ
√

2Nb̂h
, ζ3 = − e

−2Av3√
2Nb̂2

. (3.19)

Let us now express the forms of the geometric structure, following the conventions

of [44] we have

k‖ =
α√

1 + ζ.ζ
k⊥ =

√
β2 + ζ.ζ

1 + ζ.ζ

z = w − i v =
1√

β2 + ζ.ζ

(√
∆ẽr + ζ2αẽ

ϕ − i(
√

∆ẽ3 + ζ2αẽ
θ)
)

j = ẽr3 + ẽϕθ + ẽ21 − v ∧ w

ω =
−i√

β2 + ζ.ζ

(√
∆(ẽϕ + iẽθ)− ζ2α(ẽr + iẽ3)

)
∧ (ẽ2 + iẽ1).

(3.20)

In terms of those forms, we can define two 6-d pure spinors as:

Φ+ =
ieA

8
e−iv∧w

(
k‖e
−ij − ik⊥ω

)
Φ− =

ieA

8
(v + iw) ∧

(
k⊥e

−ij + ik‖ω
) (3.21)

Notice that because k‖ is point dependent we have a dynamical SU(2)-structure. To have a

good idea of the dynamical character of the SU(2)-structure, we can expand the quantities

k‖, k⊥. For the solution in eq. (2.32), we have for ρ→∞,

k⊥ =

√
3

2
+

√
3a3

16ρ3
+ . . . ., k‖ = −1

2
+

3a3

16ρ3
+ . . . . (3.22)

While for ρ→ a we have,

k⊥ = 1−
(
a4N2

)
(ρ− a)2

1728v2
2

+ . . . ., k‖ = −
(
a2Nc

)
(ρ− a)

12
(√

6v2

) + . . . . (3.23)

On the other hand for the semi-analytic solutions we have,

k⊥ = 1− 9R2
1

8r2
+ . . . , k‖ = −3R1

2r
+ . . . (3.24)

for the large radius expansion and

k⊥ = 1−
r4
(
q4

0R
2
0

)
256v2

2

+ . . . , k‖ = −
r2
(
q2

0R0

)
8
(√

2v2

) + . . . (3.25)

for the case of r → 0. These expansions make clear the dynamical character of the structure.

Also very descriptive is the quantity α(r) shown in figure 3.

It is interesting to notice that for the non-Abelian T-dual of the exact and singular

solution in eq. (2.30), the SU(2)-structure is not dynamical. It is precisely the deformation

of the space, displayed by the non-singular solution or the semi-analytical ones that makes
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Figure 3. Solid line: α(r) for the numerical solution with R0 = 10, q0 = 1/5. Dashed line: α(r)

for the exact solution of eq.(2.30), αexact(r) = 1
2 .

the structure dynamical. This may be related with the phenomena of ’confinement’ and

‘symmetry breaking’ that occur in the dual field theory.

The calibration forms of SUSY cycles in the 6-d internal space are defined by

Ψn = −8e−ΦIm

(
Φ±

)
∧ e−B2

∣∣∣∣
n

(3.26)

where on the left hand side it should be understood that we restrict to the part with n-legs

and the even/odd calibrations are given by Ψ± respectively. In the bibliography, one can

find compactifications with SU(2)-dynamical structure [45–47]. Here we have constructed

a non-compact manifold with that characteristic.

3.3 SUSY sub-manifolds

Here we present a list of supersymmetric sub-manifolds, that while not exhaustive, gives at

least some indication of the types of SUSY subspaces that this type IIB solution supports.

Attention shall be restricted to manifolds with no legs in the r-direction.

In following sections, we will analyse different quantities derived from our background

that can be put in correspondence with observables in the dual QFT. This analysis will

suggest to impose certain conditions on the coordinates v2, v3. Indeed, we will define

sub-manifolds-that will be referred to as ‘cycles’, though technically they may present

boundaries. The issues of the periodicities (or not) of the coordinates v2, v3, the presence

of boundaries in our sub-manifolds, etc are difficult to sort out in the present system and

with the present choice of coordinates.

Hence, the analysis in the sections below is to be read as a field theoretical-way to

get some hint on the ranges and periodicities (if any) of these coordinates introduced by

the dualisation procedure. A more dedicated analysis — perhaps in a more symmetric

system [64, 65] — is in order, but beyond the scope of the present work.

One-cycles. These may be defined by imposing v2(v3) with all other coordinates con-

stant. The DBI action is given by

S1
DBI = T1

∫
dv3L1

DBI = T1

∫
dv3e

−φ
√

2e4AN2(b̂4 + b̂2h2v′2) + (v3 + v2v′2)2 (3.27)
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and the behaviour of the integrand in the IR and and UV is

L1
DBI =

 4

√
N(n2q20R

6
0+2(v3+v2v′2)2)

2q30R
3
0

+ . . . as r → 0

1
3

√
2
3

√
N3(3+2v′2)

R1
r2 + . . . as r →∞

(3.28)

A one-cycle is SUSY when L1
DBIdv3 = Ψ1 on that cycle. This may be used to fix v2(v3).

The calibration 1-form on {v3|v2 = v2(v3)} is given by

Ψ1 =
4e6A−φNbb̂2

4b2 + a4f2

b2c2

dv3 =


R2

0(Nq0R0)3/2√
2

dv3 + . . . as r → 0
(NR1)3/2

6
√

2
r2dv3 + . . . as r →∞

(3.29)

It is a simple matter to show that a 1-cycle which is SUSY in the UV is given by

v2 =
1

4

√
3

2

√
R4

1 − 16v3 + C (3.30)

where C is any real constant and a real solution requires |R1| ≥ 2 which is consistent with

the numerical solutions presented in section 2.4. Whilst there is a one cycle which is SUSY

in the IR whenever

v2
2 =

1

4

(
Nq0R

3
0

√
2R4

0q
4
0 − 32v3 − 4v2

3 + 4C2

)
(3.31)

where C is a different real constant. Notice that this simplifies to v2
2 +v2

3 = C2 when R0q0 =

2 and then the cycle defines a circle, a similar cycle was defined for a flavour D6 brane in [51].

Two-cycles. There are some cycles which preserve SUSY for large values of r. One of

them is given by (θ̃, v3) such that ψ = 0 and v2 = 2
√

6
R4

1−16
v3.5 For this cycle the DBI action

is obtained by integrating

e−Φ
√
g +B2

∣∣∣∣
Σ2

= B
√
v2

3 + C (3.32)

where

B = eA−φ
8 +R4

1

R4
1 − 16

√
2N(â2 + b̂2ĉ2)

C =
2e4AN2(R4

1 − 16)b̂2(24b̂2ĉ2h2 + â2((R4
1 − 16)b̂2 + 24h2))

(r4
1 + 8)2(â2 + b̂2ĉ2)

(3.33)

One can integrate this to get the volume of the cycle to behave as

∫
dv3e

−Φ
√
g +B2

∣∣∣∣
Σ2

=


N2R2

1∆v3

3
√

6
√
R4

1−16
r3 + . . . , r →∞(

F(v3a)−F(v3b)
)
r + . . . , r → 0

(3.34)

5Or equivalently (ϕ̃, v3) such that θ̃ = ψ = π/2, v2 = 2
√
6

R4
1−16

v3.
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where v3a, v3b are the two values determining the range of the coordinate v3.

F(v3)=
N
(
R4

1+8
) (
v3

√
v2

3 +α+α log
(√

v2
3 +α+v3

))
√

2q0R0

(
R4

1 − 16
) , α=

N2q2
0R

6
0

(
R4

1−16
)

2

2
(
R4

1 + 8
)

2
. (3.35)

The behavior is similar for the exact solution, although that is not SUSY on this cycle.

In all cases the cycle blows up in the UV and contracts to zero in the IR. Here again, we

should notice that the assumed range for the coordinate v3 might imply that the cycle has

a boundary. We do not report about calibrated three-cycles or higher.

4 Comments on the Quantum Field Theory

In this section, we will study some aspects of the four dimensional QFTs dual to the

background we presented in eq. (2.10). Comparisons with a suitable analysis for the solution

after the non-abelian T-duality written in eqs. (3.2)–(3.8), will be made when possible.

We emphasize that the field theory dual to the Type IIA backgrounds is character-

istically non-local or ‘higher-dimensional’. This should not come as a surprise, as it was

already observed in [52], full decoupling of the gravity modes is not achieved for the case

of flat D6 branes. We will make this point via the study of some observables that will be

sensitive to the high energy properties of the QFT. We will analyse Wilson loops, with

emphasis on its UV behavior. We will then study the entanglement entropy and central

charge. Both observables will present signs of non-locality. We will also discuss the be-

haviour of Wilson, ’t Hooft loops, domain walls and gauge couplings, when studied as

IR effects. These observables are well-behaved for the solutions presented in this work.

In other words, the dual QFT to our background in eq. (2.10) or our new background

in eqs. (3.2)–(3.8) — together with the solutions in section 2.3, behave as QFTs that at

low energies show signs of the expected four dimensional behaviour, like confinement and

symmetry breaking, but need to be defined with a UV-cut off, or need a UV-completion.

Various properties are ‘inherited’ (in a sense that will become clear) by the new Type

IIB solution that we have constructed. We will finally calculate the Page charges of this

new solution. We will propose a possible quiver suggested by these charges.

It will be clear by analising the backgrounds that the initial QFT, corresponding to the

compactified D6 branes has global symetries given by SU(2)× SU(2), while the QFT dual

to the Type IIB background will only have SU(2). This reduction of global symmetries

(isometries, for the dual backgrounds) is characteristic of non-Abelian T-duality.

4.1 Some useful sub-manifolds

It will be useful for the analysis below, to define some sub-manifolds of the metric in

eq. (2.10). We can define then

Σ3 = [θ, ϕ, ψ], Σ̃3 = [θ̃, ϕ̃, ψ], Σ̂3 = [θ = θ̃, ϕ = ϕ̃, ψ]. (4.1)

The volume element of each of these cycles is (we take 3A = φ),√
det gΣ3 = 16π2(α′gsN)3/2eφh(b2 + a2g2),

√
det gΣ̃3

= 16π2(α′gsN)3/2eφha2,
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√
det gΣ̂3

= 16π2(α′gsN)3/2eφh
(
b2 + a2(g2 + 1)

)
. (4.2)

We can see using the IR expansions that each of these cycles vanish at r → 0 and diverge

as r →∞ for the explicit solutions presented in section 2.1.

If we consider the three-cycles after the non-Abelian T-duality, we have the submanifold

defined by the coordinates (θ̃, ϕ̃, v2). This cycle is not calibrated and probably has a

boundary in the coordinate v2.

4.2 Wilson and ’t Hooft loops

The type IIA background in eq. (2.10), ends in a smooth way, with finite values for the

combinations F 2 = gttgxx, G2 = gttgrr. This might suggest that the system confines as

usual. But there are some subtleties. Indeed, when calculating the Wilson loop with the

prescription of hanging a fundamental string from a brane very far away in the UV of the

geometry, we are assuming that this string will end on the D-brane satisfying the boundary

condition of ending ‘perpendicularly’ to the brane. This is discussed, for example in [53].

Following the formalism in [53], the boundary condition boils to defining Veff = F
G

√
F 2 − F 2

0

and imposing that for large values of the radial coordinate Veff diverges. In our present

case, F 2 = G2 = (α′gsN)2e
4
3
φ (we choose µ = 1). The value of

Veff ∼
√
e4φ/3 − e4φ0/3α′gsN

is a finite constant for the semi-analytic solutions. This suggests, that the QFT needs to

be UV-completed or be supplemented by a hard UV-cutoff which in turn suggests that the

QFT is afflicted by the presence of an irrelevant operator. Conversely, one can consider

the case in which the dilaton diverges at infinity, as described by eq. (2.32). In that

case, the UV-boundary conditions are satisfied, but one will find that there is a minimal

length-separation for the quark-antiquark pair. For r∗ close to the boundary LQQ(r∗) is

finite, instead of vanishing. This indicates the presence of a minimal length in the dual

QFT. Hence, some form of non-locality. In summary, regardless the solution we choose,

the high energy behaviour of the dual field theory seems to be not the expected one for a

4-dimensional QFT.

Once assumed a UV-cutoff, the Wilson loop can be calculated. The QCD string tension

is finite (suggesting confinement) and given by,

σ =
1

2πα′
√
gttgxx|IR =

1

2πα′
e2A(0) =

(q0R0)2

4πα′
.

The components of the metric that enter this particular Wilson loop calculation are

gtt, gxx, grr. These components are not changed by the non-Abelian T-duality. We should

then expect that the comments above should be valid also for the QFT dual to the back-

ground in eq. (3.2).

In contact with the discussion on the dynamical character of the SU(2)-structure, notice

that this is a consequence of the deformation of the space associated with the confining

behavior. Relations of this kind have been reported in [48].
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4.2.1 ’t Hooft loops

In a very similar way as described above, we could wrap a D4 brane on any of the three-

cycles in eq. (4.1) and extend the brane on [t, x1], to form a magnetic string-like object. We

propose that this object computes the ’t Hooft loop in the QFT. On the type IIA side, let

us consider the different three-manifolds in eq. (4.1), we will have that the effective tension

of the ’t Hooft string-like object is

Teff,Σ3

16π2TD4(α′gsN)3/2
= e5A−φh(b2 + a2g2)|r=0.

Teff,Σ̃3

16π2TD4(α′gsN)3/2
= e5A−φha2|r=0.

Teff,Σ̂3

16π2TD4(α′gsN)3/2
= e5A−φh

(
b2 + a2(g2 + 1)

)
|r=0.

Notice that all these present a vanishing tension — hence screening — of the monopole-

antimonopole pair. Again, the behavior of this low energy observable is in line with the

expected.

We can define a screened magnetic string in the Type IIB picture. To do so, we will

use the two cycle described below eq. (3.32) and wrap a D3 brane on it, also extending the

brane on the two directions (t, x1). For the effective tension we will get,

Teff

TD3
= eA−Φ

∫
dθdϕ

√
det[g +B]Σ2 |r=0. (4.3)

We observe using the asymptotics associated with this cycle a tensionless magnetic string

or conversely, a ‘screened’ force between a pair of monopoles, as expected. Let us move to

study another IR-observable.

4.3 Domain walls

In our Type IIA geometry of eq. (2.10), there is a natural two-cycle defined by

Σ2 = [θ = θ̃, ϕ = ϕ̃],

for some fixed value of the angle ψ = ψ0, which is SUSY in the IR.

The objects of potential interest to represent Domain Walls, are D4 branes that wrap

the two-cycle above and that extend on the Minkowski directions (t, x1, x2). If this object

has finite tension, then it may act as a Domain Wall, separating different vacua. Let us

study the object in more detail.

The induced metric (for constant radial coordinate and constant angle ψ) is,

ds2
ind,st = e2A

[
µdx2

1,2 + α′gsN
(
b2 + a2(g2 + 1 + 2g cosψ)

)
(dθ2 + sin2 θdϕ2)

]
. (4.4)

So, the action of the object (choosing µ = 1) is,

S = −Teff

∫
d3x, Teff = 16π2e5A−φ(α′gsN)TD4

(
b2 + a2(g2 + 1 + 2g cosψ0)

)
|r=0. (4.5)
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We can use the IR expansions of eq. (2.34), to check that this object has a constant tension

in the far IR of the geometry. If we follow the logic presented in [54] and add a gauge field

(a1, with curvature f2 = da1) on the Minkowski part of the world volume of the brane This

will create a Wess-Zumino term of the form

SWZ = TD4

∫
C1 ∧ f2 ∧ f2 = −TD4

∫
dθdϕF2

∫
d3xf2 ∧ a1. (4.6)

Using that on the particular cycle F2 = −2N sin θdθ∧dϕ, we have induced a Chern-Simons

term. These domain walls, should separate vacua coming from the breaking of some global

(discrete) symmetry, see [55].

After the non-Abelian T-duality, we can define Domain Walls by using the calibrated

one-cycle defined around eq. (3.28) and extend a D3 brane on the (t, x1, x2) directions, also

wrapping the one-cycle parametrised by v3. We will have a simple induced metric

ds2
D3 = e2A(−dt2 + dx2

1 + dx2
2) + dΣ2

1. (4.7)

The Action and effective tension of this object will be given by,

SD3 = −TD3e
3A−Φ

√
det gΣ1

∫
dv3

∫
d2+1x,

Teff = TD3

∫
dv3e

3A−Φ
√

det gΣ1 |r=0. (4.8)

Notice that imposing that the Domain Wall has a finite tension implies a finite range of

values (or periodicity) for the coordinate v3. Here again, like when we restricted the range

of v2 to avoid singularities — see around eq. (3.11), we find that a ‘physical’ requirement

implies conditions on the range of coordinates. These conditions are not imposed by non-

Abelian T-duality when thought as a solution generating technique in supergravity. In

other words, the periodicty of the corodinate v3 is being imposed by the requirement that

the domain-wall objects in the dual QFT have finite tension. This type of requirements

may give hints about the Type IIB geometry we have generated.

We can also turn on a gauge field A with curvature F2 on the R1,2 directions. The

Wess-Zumino term will read

SWZ =
(
TD3

∫
v3

F1|r=0

)∫
d2+1xA1 ∧ F2 = κ

∫
d2+1xA1 ∧ F2. (4.9)

Using that the Ramond form C0 = 2N(K + 1)v3 — see below eq. (3.9) — implies that the

‘charge’ of the Domain Wall (or the coefficient of the Chern-Simons term induced on it) is

κ = 2N(K(0) + 1)

∮
dv3. K(0) = 1 (4.10)

Let us move now to the definition of a gauge coupling.
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4.4 A gauge coupling

We can define the gauge coupling of the QFT, by wrapping a D6 brane on any of the

three-cycles in eq. (4.1). We turn on a gauge field on the brane (for the argument, it is

enough to turn on just Ftx1), and we also turn on a pure gauge C3-field of the form

C3 =
k

16π2
sin θ̃dθ̃ ∧ dϕ̃ ∧ dψ,

we will have, for the cycle Σ̃3 in eq. (4.1)6 that the induced metric and Born-Infeld-Wess-

Zumino-action are (we use 3A = φ),

ds2
Σ̃3

= e2φ/3
[
µdx2

1,3 + α′gsN
(
a2(ω2

1 + ω2
2) + h2ω2

3

)]
,

SBIWZ = −TD6

∫
e−φ
√
−det[gab + 2πα′Fab] + TD6

∫
C7 + C3 ∧ F2 ∧ F2. (4.11)

SBIWZ ∼ −TD6(α′gsNc)
3/216π2

∫
e

4φ
3 µ2ha2(1− 1

2µ2
e−4φ/34π2α′2FµνF

µν)

+TD6k

∫
F2 ∧ F2 + TD6

∫
C7.

where the last contraction FµνF
µν is in Minkowski space and we have expanded for small

field strengths (equivalently for small values of α′). This leaves us with a gauge coupling

of the form,
1

g2
YMNc

= (gsN)1/2a
2h

2π4
. (4.12)

with asymptotic behaviour as r →∞,

1

g2YMNc
∼ (gsN)1/2

2π4

(
r3

18
− 1

2
q1R1 r

2+
3

16
(3R2

1+8q21R
2
1) r− 3

16
(9q1R

3
1+8q31R

3
1)+

801R4
1

256

1

r
+· · ·

)
(4.13)

and as r → 0

1

g2
YMNc

∼ (gsN)1/2

2π4

(
r3

8
+

(−8− q2
0)

768R2
0

r5 +
(1792− 208q2

0 − 93q4
0)

(737280R4
0)

r7 + · · ·
)

(4.14)

Notice that there is no effect of the rescaling by µ. This is expected, because this defines

a a four-dimensional gauge coupling, that should be classically invariant under dilations.

We can run this calculation for the other three-cycles defined in eq. (4.1) and get

analogous expressions. All these expressions present a divergent gauge coupling in the IR —

in the solution of eq. (2.32) it diverges at ρ = a — while vanishing in the far UV. This should

not be taken as a sign that the QFT is weakly coupled in the far UV. Indeed, these QFTs

contain also superpotential couplings that make the whole system strongly interacting. This

is in agreement with the dual spacetimes being weakly curved and trustable in the far UV.

After the non-Abelian T-duality, we can define a gauge coupling in the type IIB dual by

using D5 branes; extend them on R1,3 and wrapping the calibrated two cycle defined below

6We found that this cycle fails to be calibrated, in far UV, by a factor of 1/2.
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eq. (3.32). We should also turn on a gauge field on the R1,3 directions and also consider

the projection of the NS B2 field on the two-cycle. We find that this gauge coupling reads,

1

g2
= 4π2α′2TD5e

−Φ

∫ √
det[gΣ2 +B2] (4.15)

Using the asymptotics associated with the cycle above, we see that this gauge coupling

‘confines’ in the IR and vanishes in the far UV. The Wess-Zumino term for this D5 brane

should define the Θ-angle.

In summary, we see that these observables, behave in the far IR as expected for a

confining four dimensional QFT. Nevertheless, the Wilson loop indicates the need for a

UV-completion. Below, we will briefly discuss another observable showing the same need

for UV-completion.

4.5 Central charge and entanglement entropy

A couple of quantities that characterise nicely the QFT dual to a geometry are the central

charge and entanglement entropy of the QFT. These quantities have been studied in many

different papers. Let us quote a couple of original references [56, 57].

We will follow the systematic treatment summarised in [58]. Consider a metric of the

form,

ds2
st = αβdr2 + αdx2

1,d + gijdy
idyj , (4.16)

we can compute the following quantities in our generic background of eq. (2.10)

Vint =

∫
d8−dy

√
det[gij ] = (4π)3b2a2h(α′gsN)5/2e5φ/3,

α = µe2A, β =
α′gsN

µ
, d = 3, (4.17)

H = e−4φV 2
intα

d = (4π)6µ3b4a4h2(α′gsN)5e16A−4φ,

ds2
5 = κ[dx2

1,3 + dr2], κ3 = H

This implies that the central charge is given by,

c ∼ 27N3/2 H
7/2

(H ′)3
. (4.18)

The UV and IR behavior of the central charge for the solution with stabilized dilaton is

r →∞

log(c) ∼ −8 log(1/r)+
7

2
log

(
R2

1

11664

)
−3 log

(
5R2

1

5832

)
−log(2)−24

q1R1

r
+

(
297R2

1

40 −36q21R
2
1)

r2
+ · · ·

r → 0

log(c) ∼ 6 log(r) +
7

2
log

q20R
6
0

64
− 3 log

3q20R
6
0

32
− log(2) +

−4 + q20
24R2

0

r2 + · · · (4.19)
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Figure 4. The central charge for a numerical solution with stabilized dilaton (red dashed curve)

and for the exact solution with linear dilaton (green curve).

For comparison, we note that the central charge of the exact solution is, in the UV,

log(cexact) ∼ log( r9

2239488
√

3
). In figure (4) we plot the central charge for a numerical solution

with stabilized dilaton and for the exact solution with linear dilaton.

If we calculate the central charge after the non-abelian T-duality using the background

of eq. (3.2), we follow [58] and write the relevant quantities are,

α = e2Aµ, β =
α′gsNc

µ
, V =

∫
dθdϕdψdv1dv2e

−2Φ̂√gint. (4.20)

and the we will have

H = V 2α3, c ∼ H7/2

(H ′)3
.

Following the algebra, one gets

cnew = πN cold.

Where N is an radius (energy) independent factor. Then, the central charges of the original

and T-dual solutions differ by a constant with no much dynamical content. This can be

traced to the invariance under NATD of the quantity
√
ginitiale

−φinitial , being equal, up to

a Fadeev-Popov like factor to the same quantity in the dual background. This is explained

in [33]. The Fadeev-Popov factor is associated with the scale independent number N above.

This central charge and the entanglement entropy described below are two observables

whose behavior is ‘inherited’ by the non-Abelian T-dualised background QFT pair.

4.5.1 Entanglement entropy

We now turn to the entanglement entropy. Consider a boundary region Rd−1 × IL where

IL is a line segment of length L. We calculate the entanglement entropy following [58] and

obtain,

L(r∗) = 2
√
H(r∗)N

∫ ∞
r∗

dr√
H(r)−H(r∗)

, (4.21)

Sconn − Sdisc ∼
∫ ∞
r∗

dr
√
H

[ √
H√

H −H(r∗)
− 1

]
−
∫ r∗

r0

dr
√
H. (4.22)
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Evaluating (4.21) using the numerical solutions with stabilized dilaton found in section 2.3

we can show that L(r∗) grows indefinetely and has not a maximum value. The non-

existence of a maximum and hence the absence of double-valuedness for L(ρ∗), suggests

the absence of a first order phase transition in the entanglement entropy. This falls within

the description of [60] for the entanglement entropy of non-local QFTs. Same behavior will

present the background of eq. (3.2).

A tricky point that should not confuse the diligent reader is that if a UV cutoff

is imposed on the geometry, numerically a double valuedness of L(r∗) is obtained and

correspondingly, a first order transition in the entanglement entropy will be observed.

But a more detailed analysis will show that changing the position of the cutoff, moves

also the position of the maximum of the separation L(r∗) and the maximum of the phase

transition. Hence, this is a cutoff effect and should perhaps be taken as non-physical.

The resolution is that a cutoff in the radial direction is needed to solve some stability

problems in the configurations that compute the Entanglement Entropy. At the same

time a Volume-law for the divergent part of the Entanglement Entropy will take place. A

more detailed analysis of these issues appears in [59].

4.6 Page charges

Finally, we will study some global quantities in the QFT that are defined using the

background of eqs. (3.2)–(3.9). Following [61] we write some given currents at constant

radial position,

?J Page
D7 = dF1,

?J Page
D5 = d(F3 −B2 ∧ F1)

?J Page
D3 = d(F5 −B2 ∧ F3 +

1

2
B2 ∧B2 ∧ F1).

(4.23)

In terms of these we can define three Page charges,

Qpage
D7 =

1

2κ2
10TD7

∫
V2

?J Page
D7 , Qpage

D5 =
1

2κ2
10TD5

∫
V4

?J Page
D5 , Qpage

D3 =
1

2κ2
10TD3

∫
V6

?J Page
D3 .

(4.24)

where V9−p is the transverse space of the corresponding Dp brane. Using Stokes theorem

these may be expressed as integrals over three compact spaces. Notice that we demand

that v2 and v3 are compact to have these charges well-defined. Let us propose the following

cycles at constant radius (the coordinates not mentioned are kept at constant values),

Σ1 = (v3), Σ3 = (θ̃, ϕ̃, v2 = v3), Σ5 = (θ̃, ϕ̃, v2, v3, ψ) (4.25)

Then the Page charges may be expressed as in the paper [62, 63] by the following quantities,

QD7 =
1

4

∫
F1, QD5 =

1

16π2

∫
F3 −B2 ∧ F1

QD3 =
1

64π4

∫
F5 −B2 ∧ F3 +

1

2
B2 ∧B2 ∧ F1. (4.26)
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We then get that the relevant quantities are,

F1 = −2N(K + 1)dv3

F3 −B2 ∧ F1 =
√

2N(K − 1) sin θ̃
(
v2dv2 + v3dv3

)
∧ dθ̃ ∧ dϕ̃

F5 −B2 ∧ F3 + 1
2B2 ∧B2 ∧ F1 = 0.

(4.27)

Performing explicitly the integrals, we get

QD7 = −NÂ(K + 1), QD5 = N(K − 1)B̂, QD3 = 0. (4.28)

Importantly, we have imposed that the range of the coordinates v2, v3 is finite. We have

defined them as periodic with periodicity of the coordinate v3 being Â and that for v2

being B̂, according to,

Â =
1

2

∫
dv3, B̂ =

1√
2π

∫
v2dv2 (4.29)

The integrals are performed over the range of those variables v2, v3. If the manifolds in

eq. (4.25) were strictly ‘cycles’ the Page charges above defined should all be quantised,

see our comments above about the presnces of boundaries in these submanifolds. We will

then impose a quantisation on a combination of QD7 and QD5. Indeed, we can form the

combination,

Qint = −(QD7 +QD5) (4.30)

If we impose that the periods Â, B̂ are equal and integer, we have defined a quantised

quantity Qint. This together with QD3, suggest a situation reminiscent of the Klebanov-

Strassler QFT, with two gauge groups and one of the Page charges (that associated with

D3 branes), vanishing.

This suggests that we are dealing with a two-nodes quiver, plus some bifundamental

matter. It is certainly not the KS-field theory. We leave for future studies to describe the

precise matter content and interactions of the bifundamental matter.

5 Conclusion and future directions

Let us start by briefly summarising what we have done in this paper. We started with

backgrounds in M-theory, reduced them to Type IIA, wrote the conditions for these back-

grounds to preserve minimal SUSY in four dimensions (this was material already present in

the bibliography). The first piece of new material consisted in explicitly solving the differ-

ential equations with a careful numerical integration that used as boundary conditions the

asymptotic solutions, obtained analytically by solving (asymptotically) the BPS system.

This is why we called our solutions ‘semi-analytical’. We then studied the transition be-

tween G2 structure (in eleven dimensions) to SU(3) structure in Type IIA. We constructed

explicit expressions for the potential and calibration forms.

Then, we performed a non-Abelian T-duality on this Type IIA background. We ob-

tained a family of backgrounds in Type IIB with all Ramond and Neveu-Schwarz forms
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turned on. This is a new family of solutions. We established its SU(2)-dynamical structure,

pure spinors, calibration forms and found some calibrated cycles. Restrictions on the range

of the T-dual coordinates were imposed, by requiring the smoothness of the generated space

and the good behavior of field theoretical observables.

After that, we moved into the study of the correspondence between the family of Type

IIA solutions and its dual QFT, also extending the study of various observables to the

QFT’s dual to the new family of IIB backgrounds. In this line, we made clear that the

QFTs are non-local and in the need of a UV-completion (this is specially clear from the

behaviour of the Wilson loop and central charges at high energies). On the other hand,

observables relevant to the IR dynamics show the expected four-dimensional behaviour.

Finally, based on global charges, we loosely proposed a possible two-nodes quiver describing

the QFT dual to the new Type IIB background. Notice that in the logic we are advocating,

the background is defining the QFT via its observables at strong coupling.

A couple of points emerged as specially interesting from the previous study. If we

impose that some physical observables of the QFT dual to our new background behave as

expected, this in turn imposes constraints on the new coordinates ‘after the duality’. We

also restricted the range of one of the dual coordinates v2 in order to avoid singularities.

This is not free of ambiguities, unlike the restriction imposed on v3 to be periodic, such

that the domain wall charge is quantised.

. These new coordinates originally play the role of Lagrange multipliers in the sigma

model Action. Working at the genus-zero level in the sigma model gives no information on

the periodicity (or not), of such new coordinates. It is quite nice to find some conditions

imposing the good-behaviour of the dual QFT.

It is also quite interesting to have found an SU(2)-dynamical structure in Type IIB

for a solution preserving four supercharges. It is our understanding that such backgrounds

are not easy to come by. The technique presented here suggests a way of generating these

and other backgrounds with similar features.

What could be nice to study (and at the same time feasible)? It seems natural to

explore further the quiver structure of the QFT. It would be interesting to search in

our backgrounds other well defined strong coupling effects and observables believed to

appear in those QFTs. In this way, try to make sharp the dual QFT (matter content,

superpotential, etc).

Even more interesting, but perhaps more difficult, would be to find a UV completion

to our Type IIB dual QFT. Thinking about the lines of the papers [19–25] one may find a

way to transform our system into one presenting AdS5-like asymptotics.

Extending our results to examples in 2+1 and 1+1 dimensions seems a natural way to

proceed. All these studies mentioned above will give important clues into the understanding

of non-Abelian T-duality.
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A On numerics

Our goal is to numerically find some particular solutions of the equations

ȧ = − c

2a
+
a5f2

8b4c3
, ḃ = − c

2b
− a2(a2 − 3c2)f2

8b3c3
,

ċ = −1 +
c2

2a2
+

c2

2b2
− 3a2f2

8b4
, ḟ = − a

4f3

4b4c3
. (A.1)

In general this system will have four integration constants. We can find series solutions of

these equations as r → 0 and choose the the zeroth order term in each expansion to be the

independent parameter. Thus, generally the IR expansions will have the form,

a(r) ∼ a0 + a1(a0, b0, c0, f0)r + a2(a0, b0, c0, f0)r2 + a3(a0, b0, c0, f0)r3 + · · · (A.2)

and similar expressions for all the other functions. However, we are interested in solutions

dual to a 4 dimensional field theory, thus we want the 3-cycle that the D6 brane wraps to

shrink to zero as r → 0. From the IIA metric (2.10) we see that this requirement fixes a0 =

0, c0 = 0 and we are left with only two independent parameters in the IR, b0 and f0 that

we label R0 and q0R0 respectively. Similarly, in the UV generically we have 4 independent

parameters but since we want solutions with a stabilized dilaton, we set the coefficient

of the linear term in the dilaton expansion to zero and are left with three independent

parameters R1, q1, h1 in terms of which a UV solution to arbitrary order can be found.

To find numerical solutions we have the choice of starting in the IR and integrate

forward or start in the UV and integrate backwards. We choose to solve the equations

of motion starting from the IR, using the IR expansions as boundary conditions. Our

motivations for doing so are two-fold. First, the parameter space in the IR is smaller,

{R0, q0}, than the one in the UV, {R1, q1, h1}, this facilitates the search of a solution with

the required behavior. Second, the expansion of the equations of motion around r = 0 is

less computationally-intensive than the one around r → ∞ allowing us to use very high

order expansions as boundary conditions. More precisely, in our code we use IR expansions

of the functions a(r), b(r), c(r), f(r) up to order O(r27) as boundary conditions. By way

of illustration, we present here the IR expansions up to order O(r13),

a(r) =
r

2
− (2 + q20)r3

(288R2
0)

+
(74 + 29q20 − 31q40)r5

(69120R4
0)

+
(−7274 + 546q20 + 5043q40 − 2473q60)r7

(34836480R6
0)
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+
(−2767396 + 2066644q20 + 1326639q40 − 2267840q60 + 761969q80)r9

(60197437440R8
0)

+
P10(q0)r11

(158921234841600R10
0 )

− P12(q0)r13

(297500551623475200R12
0 )

P10(q0) = −1732820552 + 2661492292q20 − 714674162q40 − 1616450167q60 + 1494468524q80

− 388078387q100

P12(q0) = 809180302184− 1936619471316q20 + 1686929485098q40 + 13678188077q60

− 1046636256642q80 + 694139577405q100 − 148147907158q120 (A.3)

b(r) = R0 −
(−2 + q20)r2

(R016)
− (13− 21q20 + 11q40)r4

(1152R3
0)

+
(3268− 8866q20 + 9149q40 − 3209q60)r6

(1658880R5
0)

+
Pb8(q0)r8

(557383680R7
0)

+
Pb10(q0)r10

(1203948748800R9
0)

+
Pb12(q0)r12

(3814109636198400R11
0 )

Pb12(q0) = −96075595496 + 555977381336q20 − 1393711678048q40 + 1890154422552q60

− 1451154850145q80 + 596013842074q100 − 102144488257q120

Pb10(q0) = 120346756− 576435426q20 + 1165086146q40 − 1196194108q60 + 617593365q80 − 127804976q100

Pb8(q0) = −235082 + 885868q20 − 1355526q40 + 938210q60 − 244621q80 (A.4)

c(r) = − r
2

+
(8− 5q20)r3

(288R2
0)
− (232− 353q20 + 157q40)r5

(34560R4
0)

+
(31168− 76440q20 + 68637q40 − 21286q60)r7

(17418240R6
0)

+
Pc10(q0)r11

(39730308710400R10
0 )

+
Pc8(q0)r9

(15049359360R8
0)

+
Pc12(q0)r13

(74375137905868800R12
0 )

Pc10(q0) = 5716032512− 24717750400q20 + 44863517744q40 − 41761366916q60 + 19753037956q80

− 3779455283q100

Pc8(q0) = −7527424 + 25507072q20 − 34570320q40 + 21451291q60 − 5080615q80

Pc12(q0) = −3137711476736 + 16500424668672q20 − 37556084710560q40 + 46609546892530q60

− 33023463748437q80 + 12612429685326q100 − 2023272290207q120 (A.5)

f(r) = q0R0 +
q30r

2

R016
+
q30(−14 + 11q20)r4

(1152R3
0)

+
q30(2152− 3473q20 + 1492q40)r6

(829440R5
0)

+
Pf8(q0)r10

(1203948748800R9
0)

+
Pf6(q0)r8

(557383680R7
0)

+
Pf10(q0)r12

(238381852262400R11
0 )

Pf8(q0) = q30(170283008− 568700672q20 + 744979116q40 − 446064434q60 + 102094739q80)

Pf6(q0) = q30(−329536 + 813288q20 − 705252q40 + 210349q60)

Pf10(q0) = q30(−8376443008 + 35383047296q20 − 62151718900q40 + 55981055275q60 − 25662630839q80

+ 4767879802q100 ) (A.6)

Using 40-digit WorkingPrecision in NDSolve, Mathematica 8, we generate, using

the IR expansions as boundary conditions, solutions that extend in the UV. We observe

that not for all values of {R0, q0} we get solutions with stabilized dilaton. Thus, the

behavior of the dilaton serves as a first indication of a potential solution with the required

UV behavior. We use UV expansions up to order O(1/r9) for all the functions. We show

here, as an example, the UV expansion for a(r).

a(r) =
r√
6
−
√

3q1R1√
2

+
21
√

3R1
2

√
2 16r

+
63
√

3q1R1
3

√
2 16r2

+
9
√

3
(
672q1

2 + 221
)
R1

4

√
2 512r3

+
81
√

3q1
(
224q1

2 + 221
)
R1

5

√
2 512r4

+

√
3
(
2048h1 + 1377

(
768q1

4 + 1632q1
2 + 137

)
R1

6
)

√
2 8192r5

+
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+
3
√

3
2
q1R1(10240h1 + 81(11645 + 68000q21 + 22272q41)R6

1)

8192r6

+
27
√

3
2
R12(8192h1(27 + 560q12) + 27(583399 + 17765952q21 + 68376576q41 + 20299776q61)R6

1)

3670016r7

+
27
√

3
2
q1R

3
1(8192h1(81 + 560q21) + 81(583399 + 7332032q21 + 20121600q41 + 5849088q61)R6

1)

524288r8

9
√

3
2
R4

1

8388608 r9
PaUV9 (q1, R1, h1) + · · · (A.7)

where,

PaUV9 (q1, R1, h1) =
(
4096h1(3941 + 93312q12 + 322560q41) (A.8)

+243(3297681 + 129163840q21 + 912975360q41 + 1851260928q61 + 528482304q81)R6
1)
)

We then have to analyze if this candidate solution obtained by forward integration has

indeed a UV where the functions are given by eq. (2.33) or not. To this end, we define a

mismatch function,

m =
∑
i

(
log
(
|fnumericali (rmatch)|

)
− log

(
|fexpansioni (r)|

))2
, (A.9)

where fi ∈ {a, b, c, f}, fnumericali refers to the solution obtained by forward integration

and fexpansioni refers to the UV expansion. We then minimize m using NMinimize and

AccuracyGoal = 20 . If the minimization procedure yields a small value (m ≤ 10−4) this

setup determines the UV parameters R1, q1, h1 for which our numerical solution has the

required UV behavior. Some sample solutions obtained with this procedure are presented

in figure 2. Note that we choose to normalize the dilaton such that

(gsN)3/4e2φ0/3 = 1 (A.10)

where φ0 ≡ φ(r = 0).

A natural question to ask is to what extent integrating back with the parameters found

through the minimization procedure will reproduce the integrated forward solution. Since

the IR expansions are of very high order (O(r27)) while the UV expansions are only of order

O(1/r9) we expect that the UV solution will not be very accurate in the IR. We present plots

comparing the backward and forward integrated solutions in figure 5. In order to verify

that the small discrepancies in the IR are due to accumulated numerical error we evaluate

the residual. Namely, we define a function resk that evaluates the equation of motion for

k(r) using the numerical solution. If the solution were exact resk should be identically

zero. Since it is a numerical solution there will always be certain deviation form zero.

resa(r) =

∣∣∣∣ȧnum +
cnum

2anum
− a5

numf
2
num

8b4numc
3
num

∣∣∣∣,
resb(r) =

∣∣∣∣ḃnum +
cnum

2bnum
+
a2

num(a2
num − 3c2

num)f2
num

8b3numc
3
num

∣∣∣∣,
resc(r) =

∣∣∣∣ċnum + 1− c2
num

2a2
num

− c2
num

2b2num

+
3a2

numf
2
num

8b4num

∣∣∣∣,
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Figure 5. The blue curves are the result of forward integration with R0 = 10, q0 = 1/5. After the

minimization procedure we obtain the UV parameters q1 = 1.31946, R1 = −2.03087, h1 = −1.9733

and plot (dashed red lines) the result of integrating back with these parameters to show that it

coincides with the forward integration. The small discrepancies in the IR are due to accumulated

numerical error. The mismatch function for this solution is m < 10−4. We also plot h(r)2 and e4φ/3

defined in (2.10).
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Figure 6. log10 plot of the residuals defined in (A.11). The solid blue line is for the solution

obtained by integrating forward (IR to UV) , dashed line is for the solution obtained by integrating

from the UV back to the IR.

resf (r) =

∣∣∣∣ḟnum +
a4

numf
3
num

4b4numc
3
num

∣∣∣∣. (A.11)

In figure 6 we see that the integrated forward solution is more accurate for all values of r.

Also note, (figure 6 a, b and d ) that the integrated back solution fails considerably close

to the IR (resa(rIR) ∼ 10−2) and this explains the differences in figure 5.
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