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Abstract

We consider codes defined over an affine algebraA = R[X1, . . . , Xr]/ 〈t1(X1), . . . , tr(Xr)〉,
where ti(Xi) is a monic univariate polynomial over a finite commutative
chain ring R. Namely, we study the A−submodules of Al (l ∈ N). These
codes generalize both the codes over finite quotients of polynomial rings
and the multivariable codes over finite chain rings. Some codes over Frobe-
nius local rings that are not chain rings are also of this type. A canonical
generator matrix for these codes is introduced with the help of the Canon-
ical Generating System. Duality of the codes is also considered.

Keywords: Finite Commutative Chain Ring; Affine Algebra; Multi-
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1 Introduction

Quasi-cyclic codes over a finite commutative chain ring R can be represented
as (R[x]/〈xn − 1〉)-submodules of (R[x]/〈xn − 1〉)l, generalizing the well known
construction for finite fields in, for example, [3]. For finite commutative chain
ring, the one-generator codes have been extensively studied (see, for example,
the classical paper [21] and the references included in [7]), whereas for finite
fields the general situation was studied in [11] and recently generalized in [1] to
codes over finite quotients of polynomial rings, i.e., to F[x]/〈f(x)〉-submodules
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Grant GRUPIN14-142.
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of (F[x]/〈f(x)〉)l where l ∈ N and f(x) is a monic polynomial. Furthermore,
Jitman and Ling studied quasi-abelian codes over finite fields using techniques
based on the Discrete Fourier Transform. They also gave a structural charac-
terization, as well as an enumeration, of one-generator quasi-abelian codes in
[8].

In this paper we will consider codes defined over an affine algebra A =
R[X1, . . . , Xr]/ 〈t1(X1), . . . , tr(Xr)〉, where each ti(Xi) is a monic univariate
polynomial over a finite commutative chain ring R, i.e., A−submodules of Al.
Therefore, this class of codes includes the codes defined in [1] and also, when
l = 1, multivariable codes over finite commutative chain rings [15, 16]. The
proposed approach, which uses the concept of Canonical Generating System
introduced in [20], allows the study of quasi-cyclic codes over a finite commuta-
tive chain ring and their multivariable generalizations in a broader polynomial
way, that is, beyond the one-generator case. Notice that for several generators
a trace representation can also be derived from the ideas in [12], see for example
Section 4 in [7]. The former approach provides a way for defining codes over
some Frobenius local rings which are not chain rings. Some of them, as can be
seen in Examples 1, 5 and 6, have not been previously explored in the literature.

The outline of the paper is as follows. In Section 2 we state the basic facts
on finite commutative chain rings and some examples of known families of codes
that are included in our definition. The construction of a canonical generator
matrix for our codes is provided in Section 3. In the final section duality of
these codes is considered.

2 Basic definitions and examples

An associative, commutative, unital, finite ring R is called chain ring if it has
a unique maximal ideal M and it is principal (i.e, generated by an element a).
This condition is equivalent [5, Proposition 2.1] to the fact that the set of ideals
of R is the chain (hence its name) 〈0〉 = 〈at〉 (

〈
at−1

〉
( · · · (

〈
a1
〉

= M (〈
a0
〉

= R, where t is the nilpotency index of the generator a. The quotient ring

R = R/M is a finite field Fq where q = pd is a prime number power. Examples of
finite commutative chain rings include Galois rings GR(pn, d) of characteristic
pn and pnd elements (here a = p, and t = n) and, in particular, finite fields
(Fq = GR(p, d)) [19, 2]. Any element r ∈ R, can be written as r = air′, where
0 ≤ i ≤ t and 0 6= r′ ∈ Fq. The exponent i is unique, and it is called the norm
of r, written ‖r‖.

Affine algebras with a finite commutative chain coefficient ring are quotients
A = R[X1, . . . , Xr]/ 〈t1(X1), . . . , tr(Xr)〉, where tj(Xj) ∈ R[Xj ] are monic poly-
nomials of degree nj . (i.e., |A| = |R|n, where n :=

∏r
j=1 nj). Let us denote every

element f in the affine algebra A as f =
∑
fiX

i, where i = (i1, . . . , ir) ∈ Nr0,
fi ∈ R and Xi = Xi1

1 . . . Xir
r . If we require 0 ≤ ij < nj for all 1 ≤ j ≤ r, then

the expresion is unique. We implicitely require this condition through the paper
and identify the element f ∈ A with the polynomial

∑
fiX

i ∈ R[X1, . . . , Xr].
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Definition 1. Let l be a natural number. A linear code of index l over the affine
algebra A (an A−code) is an A−submodule C of the direct product E = Al.

For all 1 ≤ i ≤ l, we shall denote by πi(f1, . . . , fl) = fi the canonical
projection on the i−th component πi : E → A.

Example 1. We start giving some examples of codes that can be seen, according
to our construction, as codes over affine algebras:

1. Ideals of A (i.e., linear codes of index l = 1) are the multivariable codes
introduced in [15, 16]. As particular cases we have the multivariable codes
over a finite field Fq [22], and well-known families of codes over a finite
chain ring alphabet, such as cyclic (r = 1, t1(X1) = Xn1

1 − 1), negacyclic
(r = 1, t1(X1) = Xn1

1 + 1), constancyclic (r = 1, t1(X1) = Xn1
1 + λ),

polycyclic (r = 1) and abelian codes (ti(Xi) = Xni
i − 1,∀i = 1, . . . , r)

[5, 13].

2. Quasi-cyclic codes over a finite commutative chain ring are obtained when
r = 1, t1(X1) = Xn1

1 − 1 and l > 1. See for example [3, 7] and the
references therein.

3. Quasi-abelian codes over a finite field are obtained when r > 1 and ti(Xi) =
Xni

1 − 1, i = 1, . . . , r and l > 1 [8].

4. The codes over finite quotients of polynomial rings studied in [1] are par-
ticular cases when the coefficient ring R is the finite field Fq and the poly-
nomial ring is univariate, i.e., r = 1.

5. Codes over non-chain rings of order 16, F2[u, v]/〈u2, v2〉 and Z4[x]/〈x2〉
of [17] and codes over the family of rings Rk = F2[u1, . . . , uk]/〈u21, . . . , u2k〉
studied in [6].

Remark 1. Notice that some kind of codes over Frobenius local rings can be
described using codes over affine algebras. In particular, in some of them the
alphabet is not a chain ring and the usual matricial approach over those rings
can not be used. This is the case of the linear codes over the ring Z4[x]/〈x2+2x〉
studied by Mart́ınez-Moro, Szabo and Yildiz in [18], which can be obtained when
R = Z4, r = 1, t1(X1) = X2

1 + 2X1 and l > 1. Some of these codes give Gray
images which are extremal Type II Z4−codes, as it can be seen in Example 4.

Remark 2. Observe that any A−code C is also an R−module. However, C
is non necessarily free neither as A−module nor as R−module. This makes a
difference with codes over the finite quotients of (univariate) polynomial rings
(over finite fields), which are always Fq−vector spaces [1, page 166].

Definition 2. Let � be an admissible monomial order on Nr0, i.e., a monomial
order such that 0 � i and i + k � j + k, for all i, j,k ∈ Nr0 with i � j [20]. For
any f ∈ A we can associate an element φ(f) ∈ Rn by listing its coefficients in
the order given by �. The map φ : A → Rn can be extended to Φ : E → Rnl

coordinatewise, and the R−image of an A−code C is defined as the R−linear
code Φ(C) ⊆ Rnl.
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From now on, we shall assume that an admissible monomial order � is fixed
(e.g., the lexicographic, graded lex or graded reverse lex orders [4]). If w is a
weight function in the ring R (for instance, the Hamming weight when R = Fq
or the Lee weight if R = Z/4Z), then it can be used to induce the weight

wnl : E → R, given by wnl(f1, . . . , fl) =
∑nl
j=1 w(Φ(f1, . . . , fl)j) [9, Section 3].

It is natural to expect that the codes under study are generally not gener-
ated by a single codeword (observe that repeated-root multivariable codes are
particular examples [16, 14]). So, following [1], generators of an A−code C will
be given in terms of a generator matrix.

Definition 3. Let C be an A−code, we shall say that G ∈ Ak×l (k ∈ N) is a
generator matrix of C if the rows of G generate C as an A−submodule of E, i.e.,
C =

〈
g(1), . . . , g(k)

〉
A = {

∑k
i=1 fig

(i) | fi ∈ A} (with fg = (fg1, . . . , fgl) ∈ E).

A matrix G ∈ AK×l (K ∈ N) will be called generator matrix over R if the
rows of G generate C as an R−submodule of E, i.e., C =

〈
g(1), . . . , g(K)

〉
R

=

{
∑K
i=1 rig

(i) | ri ∈ R} (with rg = (rg1, . . . , rgl) ∈ E).

It is clear that from every generator matrix G of C, a generator matrix over
R can be obtained by a substitution of every row g(i) of G by the set of rows
{Xm1

1 . . . Xmr
r g(i) | 0 ≤ mi < ni}.

3 A canonical generator matrix for A−codes

In this section we show that any A−code can be described by a generator matrix
G in a canonical form which generalizes that of [1, Section 2] for codes over finite
quotients of (univariate) polynomial rings (over finite fields), and that of [16,
Section 4] for repeated-root multivariable codes over finite commutative chain
rings. As in the latter, the Canonical Generating Systems (CGS) introduced in
[20] is the main tool in our study. We refer the reader to such a reference for
details.

Recall that in this paper we implicitely identify the elements in A with
multivariate polynomials

∑
fiX

i with 0 ≤ ij < nj for all 1 ≤ j ≤ r. If
f =

∑
fiX

i ∈ A and i ∈ Nr0, then Cf(f,Xi) denotes the coefficient fi. The
set S(f) = {i ∈ Nr0 | fi 6= 0} is the support of f , and the norm of f is
‖f‖ = maxi{‖fi‖}. The leading degree of f , ldg(f), is the maximal i (w.r.t. �)
such that ‖fi‖ = ‖f‖. The leading term (resp. coefficient, monomial) is defined

as Lt(f) = Xldg(f) (resp. Lc(f) = Cf(f,Lt(f)),Lm(f) = Lc(f)Lt(f)).
If f, h, g ∈ A, we say that f is L−reduced to h mod g if there exists r ∈ R

with the condition 0 6= rLc(g) = Cf(f,XiLt(g)), such that h = f − rXig. In
general, given a subset χ ∈ A, we say that f is L−reduced to h mod χ if there
exists a sequence of L−reductions of hi to hi+1 mod gi ∈ χ (i = 1, . . . , w − 1)
with h0 = f, hw = h.

The polynomial f ∈ A is called normal mod χ ⊆ A, if it can not be
L−reduced mod χ. The set of all polynomials normal mod χ is denoted N(χ).
The polynomial h ∈ A is called a normal form of f mod χ, if h ∈ N(χ) and f
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is L−reduced to h mod χ. The set of all normal forms of f mod χ is denoted
NF (f, χ).

A finite subset F ⊂ Nr0 is called Ferrers diagram if, given s ∈ F , we have
u ∈ F for all u ≤ s (i.e., uj ≤ sj , for all 1 ≤ j ≤ r). If KF denotes the
set of minimal elements in the partially ordered set (Nr0 \ F ,≤), then an F-
monic polynomial is a polynomial of the form gs = Xs −

∑
u∈F guXu, where

s ∈ KF . A set of F-monic polynomials of the form χ = {gs | s ∈ KF} is called
a characteristic set. If, besides, |χ| = |χ| and the set χ is a reduced Gröbner
basis of the ideal 〈χ〉 ⊆ Fq[X1, . . . , Xr], then χ is called a Krull system.

As an application of [20, Theorem 4.3] to affine algebras, we have the fol-
lowing result, which generalizes [1, Theorem 1] and also [16, Theorem 2].

Theorem 1. Let C be a nonzero A−code, and let � be a fixed monomial order
on Nr0. Then, there exist:

1. A natural number 1 ≤ k ≤ l, and two sequences of k natural numbers
(1 ≤ i1 < · · · < ik ≤ l and 0 ≤ x1, . . . , xk ≤ t− 1);

2. k strictly decreasing chain of Ferrers diagrams F j0 ⊃ F
j
1 ⊃ · · · ⊃ Fjxj and

k sequences of xj +1 natural numbers 0 = bj0 < bj1 < · · · < bjxj < bjxj+1 = t

(for all 1 ≤ j ≤ k);

such that for all 1 ≤ j ≤ k:

1. If (f1, . . . , fl) ∈ C, then for all 0 ≤ m ≤ xj such that S(fij ) ⊆ F jm, we

have ‖fij‖ ≥ b
j
m+1;

2. There exists, for all 0 ≤ m ≤ xj, a Krull system χjm of F jm-monic poly-

nomials such that ab
j
mFm ⊆ πij (Cij ), where Cij is the subcode of C whose

codewords have the first ij components equal to zero;

3. The set χj = χj0 ∪ ab
j
1χj1 ∪ · · · ∪ a

bjxjχjxj is a CGS of πij (Cij ), i.e.,

(a) The projection πij (Cij ) is the A−submodule (i.e., the ideal of A)
generated by χj;

(b) fij ∈ πij (Cij ) if and only if the recurring sequence given by h0 =
f, hm+1 = NF (hm, χ

j
m) satisfies ‖hm‖ ≥ bjm, for all 0 ≤ m ≤ xj,

and hm+1 = 0;

(c) If we define |F j−1| = n(=
∏r
j=1 nj), then

|πij (Cij )| = q
∑xj
m=0(t−b

j
m)(|Fjm−1|−|F

j
m|)

(d) The code C has q
∑k
j=1

∑xj
m=0(t−b

j
m)(|Fjm−1|−|F

j
m|) codewords.

4. For all 0 ≤ m ≤ xj , g ∈ χjm and z ∈ {ij , . . . , l}, there exist elements
hj,m,gz ∈ A such that for each s ∈ {ij+1, . . . , ik} the polynomial hj,m,gs is a
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normal form mod χs and the matrix with rows

−→gh =

0 , . . . , 0 ,

(ij

ab
j
mg , hj,m,gij+1 , . . . , hj,m,gl


is a generator matrix of C.

Before the proof, let us introduce an example to illustrate the theorem.

Example 2. Consider the Z8[X1, X2]/
〈
X4

1 , X
4
2

〉
−code C of index l = 3 gen-

erated by the following codewords:{
(X2

1 , X
2
1 , 4X2), (X2

2 , X
2
2 , 0), (X1X2, X1X2, 4X1), (2X2, 2X2, 0), (4X1, 4X1, 0)

}
.

Let us obtain its canonical generator matrix w.r.t. the lexicographic monomial
order. We begin with the computation of the CGS of the (ideal in Z8[X1, X2]
corresponding to the) projection π1(C), i.e.,

〈
X4

1 , X
4
2 , X

2
1 , X

2
2 , X1X2, 2X2, 4X1

〉
.

It is χ1 = χ1
0 ∪ 2χ1

1 ∪ 4χ1
2, where χ1

0 = {X2
1 , X

2
2 , X1X2}, χ1

1 = {X2
1 , X2}, χ1

2 =
{X1, X2}. And so the corresponding Ferrers diagrams are F1

2 = {(0, 0)} ⊆ F1
1 =

F1
2 ∪ {(1, 0)} ⊆ F1

0 = F1
1 ∪ {(0, 1)}. Therefore,

|π1(C)| = 2(3−0)(16−3)+(3−1)(3−2)+(3−2)(2−1) = 242.

Next, as C2 = C3 (any codeword with a zero as first component begins with (0, 0))
we proceed with the computation of the CGS of the (ideal in Z8[X1, X2] corre-
sponding to the) projection π3(C3), i.e.,

〈
X4

1 , X
4
2 , 4(X2

1 +X2
2 ), 4X1X2, 4X

3
2

〉
. It

is χ2 = χ2
0 ∪ 4χ2

1, where χ2
0 = {X4

1 , X
4
2}, χ2

1 = {X2
1 + X2

2 , X1X2, X
3
2}. And

so the corresponding Ferrers diagrams are F1
2 = {(0, 0), (1, 0), (0, 1), (0, 2)} ⊆

F0
1 = {0, 1, 2, 3} × {0, 1, 2, 3}. Therefore,

|π2(C)| = 2(3−0)(16−16)+(3−2)(16−4) = 212.

Hence, the code has 254 codewords and its canonical generator matrix is:

X2
1 X2

1 4X2

X2
2 X2

2 0
X1X2 X1X2 4X1

2X2
1 2X2

1 0
2X2 2X2 0
4X1 4X1 0
4X2 4X2 0

0 0 4(X2
1 +X2

2 )
0 0 4X1X2

0 0 4X3
2


.

Observe that the polynomials X4
1 , X

4
2 in the CGS do not correspond to any row

in the matrix, as they are reduced to zero mod the defining ideal of A. Notice
also that the elements in the upper right corner are normal forms mod χ2.
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Proof. For all i = 1, . . . , l + 1, let Ci = ∩i−1j=1π
−1
j (0) be the subset of C consist-

ing of those codewords of the form (0, (i−1. . . , 0, gi, . . . , gl). It is straightforward
to check that C = C1 ⊇ C2 ⊇ · · · ⊇ Cl+1 = {0} is a decreasing chain of
A−(sub)codes of C. Let us refine this chain by preserving only those nonzero
Ci such that Ci 6= Ci+1, i.e., there exists a natural number k ∈ {1, . . . , l}
and a sequence of k natural numbers 1 ≤ i1 < · · · < ik ≤ l such that
C = Ci1 ) Ci2 ) · · · ) Cik 6= {0} with the conditions Cs = Cij+1 for all
ij < s ≤ ij+1 and for all j ∈ {1, . . . , k − 1} (i.e,. any codeword with its s − 1
first components equal to zero, must have the following ij+1 − s components
equal to zero, too), Cs = 0, for all s > ik, and Cs = C, for all s ≤ i1.

For each 1 ≤ j ≤ k, consider the projection πij (Cij ) ⊆ A. It is clear that
it is an ideal of A, because C is an A−code. Therefore, we can lift it to a
unique ideal Iij C R[X1, . . . , Xr] containing 〈t1(X1), . . . , tr(Xr)〉 and such that
Iij/ 〈t1(X1), . . . , tr(Xr)〉 ∼= πij (C). Therefore, we can apply [20, Theorem 4.3]
to find the k + 1 sequences of natural numbers 0 ≤ x1, . . . , xk ≤ t − 1 and
0 = bj0 < bj1 < · · · < bjxj < bjxj+1 = t and the k strictly decreasing chain of

Ferrers diagrams F j0 ⊃ F
j
1 ⊃ · · · ⊃ F jxj (where 1 ≤ j ≤ k) satisfying items

#1,#2 and #3 of the theorem.
Now, for all 1 ≤ j ≤ k , 0 ≤ m ≤ xj and g ∈ χjm, since ab

j
mg ∈ abjmχjm ⊆

χj ⊆ πij (Cij ), there exist elements wj,m,gz ∈ A (for all z ∈ {ij + 1, . . . , l}) such
that

−→gw =

0 , . . . , 0 ,

(ij

ab
j
mg , wj,m,gij+1 , . . . , wj,m,gl

 ∈ C.
We claim that the matrix W consisting on all the elements of this form is a
generator matrix of C. Namely, if c is a nonzero codeword in C, then there
exists j ∈ {1, . . . , k} such that c ∈ Cij \ Cij+1 (where Cik+1

:= {0}), i.e., the

codeword has the form (0, (ij−1. . . , 0, cij , . . . , cl). Because cij ∈ πij (Cij ) we can
apply the L−reduction of cij mod χj to the element c (simply substitute the

elements ab
j
mg in χj by the corresponding row −→gw). The remaining word is in

C, but since its ij−th component is zero, it must be an element in Cs where
s ∈ {ij+1, . . . , ik+1}. If s = ik+1, then such a codeword is zero and we have
shown that c is generated by the rows of W . Otherwise, we can apply the same
argument inductively to reduce the remaining codeword mod χj+1, . . . , mod χk,
until the zero codeword is obtained.

Finally, the generator form stated in the theorem is obtained when we apply
the L−reduction of wj,m,gs mod χs to the corresponding rows of the matrix W
(where s ∈ {ij+1, . . . , ik}, 1 ≤ j < k, 0 ≤ m ≤ xj and g ∈ χjm).

Example 3. The (punctured) Generalized Kerdock Code [10] has a multivari-
able presentation over the Galois ring R = GR(q2, 22) (q = 2d) of order q2

and characteristic 22, which can be seen as an A−code in our setting (with

A = R[X1, . . . , Xr]/
〈
Xqm−1

1 − 1, X2
2 − 1, . . . , X2

r − 1
〉
,m ≥ 3 odd, r = d + 1,
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and l = 1) [16]. We will show that the (extended) Generalized Kerdock Code
admits also an A−code presentation with l > 1, and we will obtain its generator
matrix.

Any element b ∈ R can be decomposed as b = γ0(b) + 2γ1(b), where γi(b) ∈
Γ(R) = {bq = b | b ∈ R} (the Teichmüller Coordinate Set (TCS) of R). The
multiplicative group 1 + 2R is a direct product 〈η1〉 × · · · × 〈ηd〉 of d subgroups
of order 2. If S = GR(q2m, 22) is the Galois extension of odd degree m over R,
then the multiplicative group on nonzero elements in its TCS Γ(S) = {bqm =
b | b ∈ S} is cyclic. Let θ ∈ Γ(S) be one of its generators (of order τ = qm− 1).
Consider the trace map Tr from S onto R.

The (punctured) Generalized Kerdock Code is equivalent to the projection of
the A− code of index l = 1

C =

{(
τ−1∑
i1=0

1∑
i2=0

· · ·
1∑

ir=0

(
(Tr(ξθi1) + b)ηi21 . . . ηirl

)
Xi1

1 X
i2
2 . . . Xir

r

)
| ξ ∈ S, b ∈ R

}

with the map γτq1 =

τq︷ ︸︸ ︷
γ1 × · · · × γ1, i.e., γτq1 (Φ(C)) ⊆ Γ(R)τq.

For any codeword

(fξ,b) :=

(
τ−1∑
i1=0

1∑
i2=0

· · ·
1∑

ir=0

(
(Tr(ξθi1) + b)ηi21 . . . ηird

)
Xi1

1 X
i2
2 . . . Xir

r

)

with ξ ∈ S, b ∈ R, observe that the parity-check sum of

(Tr(ξ) + b,Tr(ξθ) + b, . . . ,Tr(ξθτ−1) + b, b)

is zero, and define

gξ,b :=

τ−1∑
i1=0

1∑
i2=0

· · ·
1∑

ir=0

(
bηi21 . . . ηird

)
Xi1

1 X
i2
2 . . . Xir

r .

Consider the A− code D = {(fξ,b, gξ,b) | ξ ∈ S, b ∈ R} of index l = 2. Its image

γ2τq1 (Φ(D)), when punctured in the first qm+1 components, is equivalent to the
(extended) Generalized Kerdock Code.

Let us obtain the generator matrix of Theorem 1 for D. From [16] we know
that the A−code C is 1-generated by the codeword

(H0P (X1)Q(X2, . . . , Xr))

where H0 is the trailing coefficient of the unique irreducible divisor H(X1) ∈
R[X1] of Xτ

1 − 1 such that H(θ) = 0, P (X1) =
Xτ1−1

(X1−1)H∗(X1)
(H∗(X1) is the

reciprocal polynomial of H(X1)) and

Q(X2, . . . , Xr) =

1∑
i2=0

· · ·
1∑

ir=0

(ηi21 . . . ηird )Xi2
2 . . . Xir

r .
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Therefore, D is also 1−generated by construction, and its generator matrix is
given by (

H0P (X1)Q(X2, . . . , Xr) ,

τ−1∑
i1=0

H0

H∗(1)
Xi1

1 Q(X2, . . . , Xr)

)

because the sum of the coefficients of the polynomial H0P (X1) is −H0

H∗(1) .

4 Canonical generator matrix of the dual code

In this section we present some results about duality of codes. If R is a finite
commutative quasi-Frobenius ring, duality for R−linear codes can be defined
through the inner product of Rnl: (r1, . . . , rnl) · (s1, . . . , snl) =

∑nl
j=1 rjsj . This

notion can be translated into A−codes using the map Φ.

Definition 4. The R-dual code of the A−code C is

C⊥R = {e ∈ E | Φ(e) · Φ(c) = 0 , for all c ∈ C}.

In the special case of A = R[X1, . . . , Xr]/ 〈Xn1
1 − 1, . . . , Xnr

r − 1〉, it is cus-
tomary to define an Hermitian inner product on E: 〈(f1, . . . , fl), (g1, . . . , gl)〉 =∑l
j=1 fjgj , where · is a conjugation map on A defined by

· : A −→ A∑
fiX

i −→
∑
fiX

n−i ,

with n = (n1, . . . , nr). The (usual) Euclidean inner product · on Rnl and the
Hermitian product 〈·, ·〉 on E can be related using the following result, whose
proof can be found in Proposition 3.2 of [12].

Proposition 1. Let C be a code over E = Al. Let us denote by ⊥E the dual
taken with respect the Euclidean inner product · of Rnl and ⊥H the dual in E
taken with respect the Hermitian inner product 〈·, ·〉. If Φ : E → Rnl is the map
of Definition 2, then Φ(C)⊥E = Φ(C⊥H ).

However, in some cases, we have to consider A-duality instead of R-duality.
For example, this happens with codes over the Frobenius local ring Z4[X]/〈X2〉,
since it is not possible to construct a duality preserving map from the ring A to
Rn, as can be seen on [18]. On the other hand, if there exists a map θ from the
ring A to Rn that preserves duality, then A-duality can be analized as R-duality.
This is the case of the following example which provides a code over an affine
algebra whose Gray image has good properties.

Example 4. Let R = Z4 and t1(X1) = X2
1 + 2X1 and let

A =


2X1 3 + 3X1 3 + 3X1 3 + 3X1

3 + 3X1 2X1 3 + 3X1 3 + 3X1

3 + 3X1 3 +X1 2X1 1 + 3X1

3 + 3X1 1 + 3X1 3 +X1 2X1

 .
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Then, [I4|A] is the generator matrix of a self-dual code C over R of length 8
such that its Gray image is a Type II extremal self-dual code over Z4 of length
16 (see [17] and [18] for details).

If A-duality is considered, the dual code is defined as

C⊥A =

{
e ∈ E |e · c =

l∑
i=1

eici = 0 , for all c ∈ C

}
.

As the code C can be seen as a subgroup of (E,+), it can be proved that there
exists a group isomorphism C⊥A ∼= E/C and so, |C⊥A ||C| = |E| (see [9]).

A matrix H whose rows generate the dual code C⊥A as A-module is known
as parity-check matrix of the code C. If such a matrix exists, then C = {c ∈
E |Hct = 0}, that is, C = kerH. All linear codes over a quasi-Frobenius ring
have a parity-check matrix H.

We will use the canonical generator systems (CGS) in order to find a parity-
check matrix of a given code C. We will only consider codes over univariate
polynomial rings A = R[X]/〈t1(X)〉, with t1(X) monic and such that A is
Frobenius. In the following, we will denote A-duality as ⊥.

Let C be anA-code of index l. As in Theorem 1 let us consider the decreasing
chain of A−(sub)codes of C given by C = C1 ⊇ C2 ⊇ · · · ⊇ Cl+1 = {0}, with
Ci = ∩i−1j=1π

−1
j (0) for i = 1, . . . , l + 1. Let us denote by C ′ the punctured code

of C2 on the first position.

Lemma 1. Let c′ be an element of C ′⊥. Then, there exists an element c ∈ A
such that (c, c′) is an element of C⊥.

Proof. Let us suppose that there exists at least one element of C with c1 6= 0.
Otherwise, any element c′ ∈ C ′⊥ can be extended to an element (c1, c

′) ∈ C⊥
by concatenation of any c1 ∈ A, and the result follows trivially.

Following Theorem 1, there exist k Canonical Generating Systems (CGS)

χj = χj0 ∪ ab
j
1χj1 ∪ . . . ∪ a

bjxjχjxj , with 0 = bj0 < bj1 < · · · < bjxj < bjxj+1
= t,

such that, for j = 1, . . . , k, the set χj generates the projection πij (Cij ) as A-
submodule.

Let us define the map ϕ : C⊥ → C ′⊥ such that for any c = (c1, c2, . . . , cl) ∈
E, ϕ(c) = (c2, . . . , cl). Since c ∈ C⊥, clearly c · e = 0 for all e ∈ C2, so

0 =
∑l
i=2 ciei, i.e., (c2, . . . , cl) ∈ C ′⊥ and ϕ is well defined. Moreover, ϕ

is an A-linear map and kerϕ = {(c1, 0, . . . , 0) ∈ E | c1 · Gi = 0 for all Gi ∈
χ1}. The ring A is Frobenius so, from Theorem 1, it follows that |C ′⊥| =

q(l−1)nt−
∑k
j=2

∑xk
m=0(t−b

j
i )(|F

j
m−1|−|F

j
m|), where n is the degree of the polynomial

t1(X1) and F jm is the Ferrers diagram associated to χjm. On the other hand,

also by Theorem 1, we have that | kerϕ| = qnt−
∑x1
m=0(t−b

1
m)(|F1

m−1|−|F
1
m|) =

|C⊥|/|C ′⊥|. Then, ϕ is a surjective map and the result follows.

Theorem 2. Let C be an A-code of index l and let H ′ be a generator matrix
of the code C ′⊥. Then, there exist polinomials G′0, . . . , G

′
s and hs+1, . . . , hk in

10



A such that the matrix 

G′0 0 · · · 0
...

...
. . .

...
G′s 0 . . . 0
hs+1

... H ′

hk


is a parity-check matrix of the code C.

Proof. From Theorem 1, we know that there exists a Canonical Generator
System χ1 which generates the projection π1(C1) as A-submodule. Since A
is a univariate polynomial ring, then χ1 = {G0, G1, . . . , Gx1} where Gi are
polynomials such that ||Gi|| = b1i . Now, for each 1 ≤ i ≤ x1, let us de-
note Ai = {g ∈ A | g · Gi = 0}, the annihilator of Gi in A. The inter-
section A = ∩x1

i=1Ai is an ideal of A so, by [20, Theorem 4.3], there exists
χ′ = {G′0, G′1, . . . , G′s}, a Canonical Generator System of the ideal A. Since
each row (h′i2, . . . , h

′
il), s+ 1 ≤ i ≤ k, of H ′ is an element of C ′⊥, by Lemma 1

it is possible to find a polinomial hi ∈ A such that (hi, h
′
i2, . . . , h

′
il) ∈ C⊥.

It is easy to see that any row of the matrix H is in C⊥. First of all, notice
that the polynomials G′i, 1 ≤ i ≤ s, generate A, so the row (G′i, 0, . . . , 0) is an
element of C⊥. The other rows of H are in C⊥ by construction. Conversely,
let c = (c1, c2, . . . , cl) ∈ C⊥, then c′ = (c2, . . . , cl) ∈ C ′⊥ will be generated
by the rows h′(i) of H ′. That is, there exist elements βs+1, . . . , βk ∈ A such

that c′ =
∑k
i=s+1 βih

′(i). If we denote by (Gj , Gj2, · · · , Gjl) the j-th row of the

generator matrix G of C, it is clear that hiGj +
∑l
w=2 h

′
iwGjw = 0 for each

1 ≤ j ≤ x1. So, for each j

k∑
i=s+1

βihiGj =

k∑
i=s+1

βi

(
−

l∑
w=2

h′iwGjw

)
= −

l∑
w=2

cwGjw = c1Gj .

Then, we have that (c1 −
∑k
i=s+1 βihi)Gj = 0 for j = 1, . . . , x1. That is,

c1 −
∑k
i=s+1 βihi ∈ A and so, it can be written as an A-linear combination of

polynomials G′0, . . . , G
′
s. The proof is complete.

We finish this section with two examples of parity-check matrices of codes
over the rings Z4[X]/〈X2 + 2X〉 and Z4[X]/〈X2〉, respectively. Both rings are
local and Frobenius but none of them is a chain ring. These rings are studied
in [17].

Example 5. Let us consider the code C over Z4[X]/〈X2+2X〉 of index 2 whose
generator matrix is given by  X 0

2 X
0 2

 .

11



The parity-check matrix of C is calculated as follows. First of all, notice that
H ′ = [2]. On the other hand, it is easy to see that A1 = Ann(〈X〉) = 〈X + 2〉
and A2 = Ann(〈2〉) = 〈2〉, so A = 〈2X〉. The polynomial h2 should satisfy the
conditions

h2X + 0 = 0,
h22 + 2X = 0

which imply h2 = X + 2. Then, the parity-check matrix of C will be[
2X 0
X + 2 2

]
v
[
X + 2 2

]
.

So the dual code C⊥ is generated by the single word (X + 2, 2).

Example 6. Let C be the code of index 2 over Z4[X]/〈X2〉 whose generator
matrix is the same one that in Example 5. In order to find the parity-check
matrix of C, we notice that H ′ = [2] and that A1 = Ann(〈X〉) = 〈X〉, A2 =
Ann(〈2〉) = 〈2〉. Therefore A = 〈2X〉. Finally, the polynomial h2 satisfies the
conditions

h2X + 0 = 0,
h22 + 2X = 0

which yield to h2 = X. So, the parity-check matrix of C is[
2X 0
X 2

]
v
[
X 2

]
.

Notice that the dual code C⊥ is also generated by a single word: (X, 2). As it is
referred in [17] there is no duality preserving map from the ring A = Z4[X]/〈X2〉
to Z2

4. So, A-duality cannot be analized as Z4−duality.
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