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Abstract

Time value of money reads that an amount of money at the present
time is worth more than the same amount in future because its earn-
ing capacity and inflation. This fact is reflected in multiple financial
concepts and in the final result of numerous investments by means of
functions which satisfy appropriate properties. Motivated by the need
to compare such investments we introduce an integral stochastic order
generated by those functions. The maximal generator of the order is
obtained. It is proved that the new stochastic order is generated by
a non-stochastic partial order and the class of preserving mappings
of such a partial order. Characterizations of the order are developed.
Relevant properties, as well as connections with other stochastic or-
derings and examples, are studied.
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1 Motivation

Time value of money says that a quantity of money today is more valuable
than the same quantity later on. This is because we can handle money to
make more money with investments, and because inflation reduces the power
of the money, thus modifying its value.

Time value of money is a fundamental idea in financial management (see,
for instance, Crosson and Needles (2010), page 442, and Tretyakov (2013),
page 10). There is a broad diversity of economic concepts which reflect that
idea, like the present value, the present value of an annuity, the present value
of a perpetuity, the net present value, the future value, the future value of
an annuity, etc. Problems in relation to this concept concern the net value
of cash flows at different moments in time (see, for instance, De Schepper et
al. (2002) or Dhaene et al. (2012)).

Long-term investments are affected by the time value of money. Math-
ematical expressions for the study of those investments show the aforemen-
tioned fact. Assume an investment where xi stands for the annual cash
flow at the end of the ith year after its beginning. The analysis of such
an investment when n years have passed, is frequently based on the value
f(x1, x2, . . . , xn), where the mapping f : Rn → R represents the profitabil-
ity and satisfies both f(x + εei) ≥ f(x + δei+1), 1 ≤ i ≤ n − 1, ei being
the ith-unit vector (0, . . . , 0, 1, 0, . . . , 0), number 1 in position i, 0 ≤ δ ≤ ε,
x = (x1, x2, . . . , xn) ∈ Rn, and f is increasing.

The first condition of f means that it is preferable an amount of money
in the ith year than a non-greater amount in the following year (time value
of money). The meaning of the second condition is clear, the greater the
money we have, the better the final result of our investment.

Let us show examples of financial investments under that framework.
Suppose that an initial capital is invested in a business whose positive cash

flow at the end of the ith year is xi, and that cash flow is invested at annual
interest rates rj in subsequent years j. The amount of money obtained with
the investment after n years is x1(1+ r2) . . . (1+ rn)+x2(1+ r3) . . . (1+ rn)+
. . .+xn−1(1+ rn)+xn. Such an amount is given by a mapping satisfying the
above two conditions, in this case f(x1, x2, . . . , xn) =

∑n
i=1(

∏n
j=i+1(1+rj))xi.

Assume a second business to invest the initial capital, whose positive
annual cash flow at the end of the ith year is denoted by yi. The second
business will be preferred to the former when

∑n
i=1(

∏n
j=i+1(1 + rj))xi ≤∑n

i=1(
∏n

j=i+1(1+rj))yi (note that the above formula divided by
∏n

j=1(1+rj)
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leads to the net present value of the investments). If x stands for the vector
(x1, . . . , xn) and y denotes the vector (y1, . . . , yn), an investor should compare
f(x) and f(y).

Let us see another example. That is based on the so-called internal rate of
return. Consider an investment whose initial capital is A. Let x1, x2, . . . , xn

be the cash flows from that investment at the end of the next n years.
The internal rate of return of the investment is defined as the discount

rate r which makes the net present value of the investment equal to zero,
that is, r should satisfy 0 = −A + x1

1+r
+ x2

(1+r)2
+ . . . + xn

(1+r)n
(the reader is

referred for instance to Brealey et al. (2014) for economic concepts).
Frequently, investments are compared by the internal rate of return, an

investment is preferred to a second investment when the former has a greater
internal rate of return. In order to guarantee the existence of a positive value
of r, it is assumed that

∑n
i=1 xi > A.

Consider a 2-years investment with A > 0 and x1 + x2 > A. The internal
rate of return is the value r with 0 = −A + x1

1+r
+ x2

(1+r)2
. It is not hard to

prove that r =
x1+

√
x2
1+4Ax2

2A
− 1, and such a value is strictly positive since

x1 + x2 > A. The internal rate of return of a 2-years investment is

r = f(x1, x2) =

{
x1+

√
x2
1+4Ax2

2A
− 1 if x1 + x2 > A,

0 if x1 + x2 ≤ A.

Observe that when x1 + x2 ≤ A, the profitability of the investment could
be negative, and even there could not be a solution of r. Generally, those
investments are dismissed, and so their internal rates of return are defined
as 0.

The comparison of 2-years investments by means of internal rates of re-
turn requires the comparison of those mappings. It can be seen that these
maps satisfy the conditions considered at the beginning of this section.

Mathematical formulas for most of the problems affected by the time value
of money involve functions which satisfy the conditions previously mentioned.

Cash flows generated by investments are mostly random instead of de-
terministic. If the random vectors X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn)
represent the annual cash flows from two n-years investments, the analysis of
those investments requires the comparison of E(f(X)) and E(f(Y)), where
f satisfies the aforementioned conditions because of time value of money, and
E stands for the expectation.
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In this paper we introduce a stochastic order to compare n-year invest-
ments affected by the time value of money. That order is integral, the class of
functions f : Rn → R with f(x+εei) ≥ f(x+δei+1), 1 ≤ i ≤ n−1, 0 ≤ δ ≤ ε,
x ∈ Rn, and f increasing, being a generator of the order. The maximal gen-
erator of that integral stochastic order is obtained. We prove that the new
order is in fact a stochastic order generated by a (non-stochastic) partial or-
der on Rn, and the class of preserving mappings of that partial order. This
permits to develop important characterizations and properties of the pro-
posed stochastic order. Connections with other stochastic orders related to
random cash flows and examples are also studied.

The structure of the paper is as follows: after this introductory section,
we include the concepts and notations needed for the development of the
paper in Section 2, while the results of the paper are described in Section 3.
This section is divided in different subsections. Subsection 3.1 is devoted to
analyze characterizations of the order and to obtain the maximal generator.
Subsection 3.2 is dedicated to relevant properties of the order. Connections
with other orders and examples are stated in Subsection 3.3. Conclusions
are presented in Section 4.

2 Preliminaries

Some concepts in relation to the theory of ordered sets are necessary for the
development of the paper.

Let X be a set. A binary relation ≼ on X which is reflexive and transitive
is said to be a pre-order. A binary relation ≼ on X which is reflexive,
transitive and antisymmetric is called a partial order. In the last case, the
pair (X ,≼) is said to be a poset.

Let ≼ be a partial order on X .
A set U ⊂ X is said to be an upper set when for any x ∈ U and any

y ∈ X such that x ≼ y, it holds that y ∈ U .
An upper quadrant set is a subset of X of the form Qx = {y ∈ X | x ≼ y},

with x ∈ X .
A mapping f : X → R is said to be ≼-preserving if given x, y ∈ X with

x ≼ y, then f(x) ≤ f(y).
A partial order ≼ on Rn is said to be closed when given {xm}m and

{ym}m subsets of Rn with xm ≼ ym, and x, y ∈ Rn such that limm xm = x
and limm ym = y, then x ≼ y.
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The reader is referred, for instance, to Neggers and Kim (1998) and
Schröder (2003) for an introduction to the theory of ordered sets.

Stochastic orders try to order probabilities in accordance with an appro-
priate criterion. Formally a stochastic order can be defined as a pre-order
on a set of probabilities associated with a measurable space. The reader is
refereed to the books Müller and Stoyan (2002), Shaked and Shanthikumar
(2007) and Belzunce et al. (2016) for a detailed and meticulous introduction
to stochastic orders from both theoretical and applied points of view.

Given a random vector X, FX will denote its distribution function, FX

will stand for its survival function and EX will be its expected value.
Some stochastic orders which will appear in the paper are the following.

Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random vectors,
i) X is said to be smaller than Y in the usual stochastic order, denoted

by X ≼st Y, if Ef(X) ≤ Ef(Y) for all increasing functions f : Rn → R for
which the expectations exist,

ii) X is said to be smaller than Y in the upper orthant order, denoted
by X ≼uo Y, if FX(z) ≤ FY(z) for all z ∈ Rn,

iii) X is said to be smaller than Y in the lower orthant order, denoted
by X ≼lo Y, if FX(z) ≥ FY(z) for all z ∈ Rn.

Some orders to compare random cash flows are introduced in Scarsini
(1986). We include here their definitions for random vectors. Let X =
(X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random vectors,

iv) X is said to be smaller than Y in the order ≼1, denoted by X ≼1 Y,
if ϕ1X1 + . . . + ϕnXn ≼st ϕ1Y1 + . . . + ϕnYn for all ϕ = (ϕ1, ϕ2, . . . , ϕn) with
1 ≥ ϕ1 ≥ ϕ2 . . . ≥ ϕn ≥ 0,

v) X is said to be smaller than Y in the order ≼2, denoted by X ≼2 Y,
if E(ϕ1v(X1) + . . . + ϕnv(Xn)) ≤ E(ϕ1v(Y1) + . . . + ϕnv(Yn)) for all ϕ =
(ϕ1, ϕ2, . . . , ϕn) with 1 ≥ ϕ1 ≥ ϕ2 . . . ≥ ϕn ≥ 0 and all increasing function
v : R → R.

A stochastic order ≼ is said to be integral when there exists a set F of
measurable real mappings such that two probabilities P1 and P2 satisfy

P1 ≼ P2 when

∫
f dP1 ≤

∫
f dP2

for any f ∈ F such that the above integrals exist. The set of mappings F is
said to be a generator of the order.

An important generator is the so-called maximal generator. Roughly
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speaking, the maximal generator is the largest generator of an integral stochas-
tic order inside an appropriate class of mappings.

The concept of maximal generator of an integral stochastic order is as-
sociated with the so-called weight function, a measurable mapping b : Rn →
[1,∞).

The b-norm of a mapping f : Rn → R is ∥f∥b = supx∈Rn
|f(x)|
b(x)

.
The set of b-bounded measurable mappings will be denoted by Mb. We

will denote by Pb the class of probabilities P on (Rn,Bn) such that∫
Rn

b dP < ∞.

Note that
∫
Rn f dP ∈ R for any f ∈ Mb and P ∈ Pb.

The maximal generator for a weight function b of an integral stochastic
order ≼ on Pb, is the set of all mappings f ∈ Mb such that

P ≼ Q implies

∫
Rn

f dP ≤
∫
Rn

f dQ.

The analysis of the maximal generator is quite important for the study of
an integral stochastic order, since many properties of the order can be easily
deduced by means of simple conditions of the mappings in the maximal
generator.

The reader is referred to Müller (1997) and Müller and Stoyan (2002)
(Chapter 2) for a rigorous analysis of integral stochastic orders.

Let P be a probability on (Rn,Bn) and let T : Rn → Rn be a measurable
mapping. Then P ◦ T−1 will denote the probability on Bn given by P ◦
T−1(B) = P (T−1(B)) for any B ∈ Bn.

We will denote with the symbol ∼st the equality in distribution.
Throughout the paper ≤ will stand for the usual componentwise order on

Rn.

3 The new stochastic order: main results

In this section we define the new stochastic order motivated by the time value
of money. Afterwards we study in detail such an order.

We introduce the following class of mappings to define the new order.
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Let ei ∈ Rn be the ith-unit vector, with 1 ≤ i ≤ n. Let

F = { f : Rn → R |
i) f(x+ εiei) ≥ f(x+ εi+1ei+1) for all x ∈ Rn, 0 ≤ εi+1 ≤ εi, 1 ≤ i ≤ n− 1,

ii) f(x+ εnen) ≥ f(x) for all x ∈ Rn and 0 ≤ εn }.

These mappings capture the basic fact that an amount of money in year
i is preferable to a non-greater amount in year i+1. Clearly those mappings
are increasing.

Definition 3.1. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors. It will be said that X is less than Y in the time value of money
stochastic order if E(f(X)) ≤ E(f(Y)) for any f ∈ F such that the above
expectations exist. This relation will be denoted by X ≼tvm Y.

If X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) are random vectors whose ith

components represent the annual cash flows at the end of the ith year in n-year
investments, the relation X ≼tvm Y means that the expected profitability of
the investment associated with the random vector Y, is at least as high
as the expected profitability of the investment associated with X, whatever
mapping f ∈ F represents the final profitability of the investment.

3.1 Characterizations of the stochastic order ≼tvm

In this subsection we develop different key characterizations of the new
stochastic order. By means of those characterization results, important prop-
erties of the order will be derived. In particular, we obtain the maximal
generator of the time value of money stochastic order.

We take the weight function b = 1 including all the probabilities on
(Rn,Bn) in the class Pb. Thus the b-norm is the supremum norm and Mb is
the class of measurable and bounded mappings.

Now we provide an alternative representation of the class of mappings F .
Let ẽi = ei − ei+1, with 1 ≤ i ≤ n − 1, and ẽn = en. We define the class

of mappings

F̃ = { f : Rn → R | f(x+ εẽi) ≥ f(x) for all x ∈ Rn, 0 ≤ ε, 1 ≤ i ≤ n}.

The following technical result will be key to derive the maximal generator
of the new order.

Let Fb and F̃b be the classes of bounded mappings in F and F̃ respec-
tively.
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Lemma 3.2. It holds that F = F̃ and F̃b = Fb.

Proof. Let f ∈ F . Given x ∈ Rn, ε ≥ 0, and 1 ≤ i ≤ n − 1, we have that
f(x + εẽi) = f(x + εei − εei+1) ≥ f(x + εei+1 − εei+1) = f(x) since f ∈ F .

Clearly f(x+ εẽn) ≥ f(x). Therefore F ⊂ F̃ .

Conversely, let f ∈ F̃ .
First of all, note that given x ∈ Rn and ε ≥ 0, it holds that f(x+ εei) =

f(x+ εẽi+ εẽi+1+ · · ·+ εẽn) ≥ f(x+ εẽi+ εẽi+1+ · · ·+ εẽn−1) ≥ f(x+ εẽi+

εẽi+1 + · · ·+ εẽn−2) ≥ . . . ≥ f(x+ εẽi) ≥ f(x). That is, any mapping of F̃ is
increasing.

Now let x ∈ Rn, 1 ≤ i ≤ n− 1, 0 ≤ εi+1 ≤ εi. We have that f(x+ εiei) =

f(x + εiẽi + εiei+1) ≥ f(x + εiei+1) since f ∈ F̃ . Note that f is increasing,
and so f(x + εiei+1) ≥ f(x + εi+1ei+1). On the other hand, f(x + εnen) =

f(x+ εnẽn) ≥ f(x) for any x ∈ Rn and εn ≥ 0. Thus F̃ ⊂ F .

Since F̃ = F , we obtain that F̃b = Fb

Let h : Rn → Rn be the linear map such that h(ei) = ẽi for all 1 ≤ i ≤ n.
Note that h is a linear bijection.

The following result provides a key characterization of the new order.

Theorem 3.3. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors. Then X ≼tvm Y if and only if h−1(X) ≼st h

−1(Y).

Proof. Let I = {f : Rn → R | f is increasing}. Recall that I is a generator
of the usual stochastic order. Consider Ih−1 = {f ◦ h−1 | f ∈ I}.

Let us see that the class of mappings F̃ and the class Ih−1 are equal.
Let f ∈ F̃ . We have that f ∈ Ih−1 when f ◦ h ∈ I, that is, f ◦ h is

increasing. Then, for all x ∈ Rn, ε ≥ 0 and 1 ≤ i ≤ n, by the definition of h,
f ◦ h(x+ εei) = f(h(x) + εh(ei)) = f(h(x) + εẽi) ≥ f(h(x)) = f ◦ h(x) since
f ∈ F̃ . As a consequence, f ◦ h is increasing, and so f ∈ Ih−1 . Therefore,
F̃ ⊂ Ih−1 .

Now, let g ∈ Ih−1 , that is, g = f ◦ h−1 with f ∈ I.
For all x ∈ Rn, ε ≥ 0 and 1 ≤ i ≤ n, by the definition of h, we have that

g(x + εẽi) = f ◦ h−1(x + εẽi) = f(h−1(x) + εh−1(ẽi)) = f(h−1(x) + εei) ≥
f(h−1(x)) = f ◦ h−1(x) = g(x) since f ∈ I, that is, f is increasing. Thus,

g ∈ F̃ , and so Ih−1 ⊂ F̃ .
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Now, we have that Ih−1 = F̃ , and, as a consequence, Ih−1 is a generator
of the stochastic order ≼tvm. Then, X ≼tvm Y is equivalent to∫

Rn

f ◦ h−1 dPX ≤
∫
Rn

f ◦ h−1 dPY,

for all f ∈ I such that the integrals exist. By a change of variable (see, for
instance, Halmos (1950), page 163) the above inequality is the same as∫

Rn

f dPX ◦ h ≤
∫
Rn

f dPY ◦ h,

for all f ∈ I such that the integrals exist.
Note that for any B ∈ Bn, PX ◦ h(B) = Ph−1(X)(B), and so we have that

X ≼tvm Y is equivalent to∫
Rn

f dPh−1(X) ≤
∫
Rn

f dPh−1(Y),

for all f ∈ I such that the integrals exist. Then, X ≼tvm Y if and only if
h−1(X) ≼st h

−1(Y), since I, the class of increasing mappings from Rn to R,
is a generator of the usual multivariate stochastic order.

Corollary 3.4. The stochastic order ≼tvm is a partial order.

Proof. Reflexivity and transitivity are clear. Now, suppose two random vec-
tors X and Y satisfying that X ≼tvm Y and Y ≼tvm X. By Theorem 3.3,
we obtain that h−1(X) ∼st h

−1(Y). Since h is bijective, X ∼st Y.

The following theorem provides the maximal generator of the time value
of money stochastic order for the weight function b = 1.

Theorem 3.5. The class Fb is the maximal generator of ≼tvm.

Proof. By Lemma 3.2, we have that Fb = F̃b. We will prove that F̃b is a
generator of ≼tvm which is a convex cone, containing the constant functions,
and being closed under pointwise convergence inside Mb.

The proof of Theorem 3.3 provides that F̃b is equal to (Ib)h−1 = {f ◦h−1 |
f ∈ Ib} where Ib = {f : Rn → R | f is bounded and increasing} is the

maximal generator of≼st. Then F̃b is a generator of≼tvm because of Theorem
3.3.

It is clear that F̃b is a convex cone with the constant mappings.
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Let g : Rn → R be a bounded measurable mapping such that there exits
a sequence {gm}m ⊂ F̃b with limm gm(x) = g(x) for all x ∈ Rn. We have
that gm belongs to (Ib)h−1 for any m ∈ N, and so gm = fm ◦ h−1 where fm
belongs to Ib.

Now, limm gm(x) = limm fm(h
−1(x)) = g(x) = g ◦ h(h−1(x)). But Ib is

closed under pointwise convergence inside of Mb, and then g ◦ h is in Ib. As
a consequence, g belongs to (Ib)h−1 = F̃b = Fb.

Now the result is a consequence of Corollary 2.3.9 in Müller and Stoyan
(2002).

We relate the stochastic order ≼tvm with stochastic orders generated by
means of a partial order on Rn and the class of preserving mappings of such
an order. Those orders have been widely studied in mathematical literature.
The reader is referred for instance to Strassen (1965), Kamae et al. (1977),
Kamae and Krengel (1978), Müller and Stoyan (2002) (Section 2.6), López-
Dı́az and López-Dı́az (2012), López-Dı́az and López-Dı́az (2013b) and their
references for this kind of stochastic orders, and to López-Dı́az and López-
Dı́az (2013a) for an application of those orders to economics.

A partial order ≼ on Rn generates a stochastic order on the class of
probabilities associated with the usual Borel measurable space, let us denote
such an order by ≼g, as follows

X ≼g Y when

∫
Rn

f dPX ≤
∫
Rn

f dPY

for any bounded and measurable ≼-preserving mapping f : Rn → R.
We will prove that the stochastic order ≼tvm is generated by the partial

order ≤h−1 on Rn given by x ≤h−1 y when h−1(x) ≤ h−1(y), where ≤ stands
for the usual componentwise order. Note that (Rn,≤h−1) is a poset because
h−1 is a linear bijection. This will lead to important characterizations of the
new order.

Theorem 3.6. The stochastic orders ≤g
h−1 and ≼tvm are the same.

Proof. Let F≤h−1

b be the class of bounded and measurable ≤h−1-preserving
mappings.

Let us see that F≤h−1

b is equal to (Ib)h−1 . Note that h is continuous, and
thus measurable.

Let f ∈ F≤h−1

b . Thus if h−1(x) ≤ h−1(y), we have that f(x) ≤ f(y).

10



Let x, y ∈ Rn with x ≤ y. Then h−1(h(x)) ≤ h−1(h(y)), which implies
that f(h(x)) ≤ f(h(y)). Hence f ◦ h is increasing and bounded, and so

f ∈ (Ib)h−1 . Thus F≤h−1

b ⊂ (Ib)h−1 .
Conversely, if f ∈ (Ib)h−1 , then f = g ◦ h−1 with g a bounded and

increasing map. Let x, y ∈ Rn with x ≤h−1 y, then h−1(x) ≤ h−1(y) and so
g ◦ h−1(x) ≤ g ◦ h−1(y), that is, f is ≤h−1-preserving.

As a consequence F≤h−1

b and (Ib)h−1 are the same class of mappings, and

F̃b = (Ib)h−1 , which derives the result.

Lemma 3.7. The partial order ≤h−1 is closed.

Proof. Let {xm}m and {ym}m be subsets of Rn with xm ≤h−1 ym, and x, y ∈
Rn such that limm xm = x and limm ym = y.

We have that xm ≤h−1 ym means h−1(xm) ≤ h−1(ym). Since h−1 is
continuous, we obtain that h−1(x) ≤ h−1(y), and so x ≤h−1 y.

Thus ≼tvm is a stochastic order generated by means of the closed par-
tial order ≤h−1 and the class of bounded and measurable ≤h−1-preserving
mappings. This leads to other important characterizations of ≼tvm .

Proposition 3.8. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors. The following conditions are equivalent:

i) X ≼tvm Y,

ii) there exists a probability space (Ω,A, P r) and X̂, Ŷ : Ω → Rn random

vectors, inducing the probabilities PX and PY respectively, such that X̂ ≤h−1

Ŷ a.s. [Pr],
iii) PX(U) ≤ PY(U) for any measurable upper set U with respect to the

partial order ≤h−1,
iv) PX(U) ≤ PY(U) for any closed measurable upper set U with respect

to the partial order ≤h−1,
v)

∫
Rn f dPX ≤

∫
Rn f dPY for all bounded, continuous and ≤h−1-preserving

mappings f .

Proof. Since the partial order ≤h−1 is closed, the result follows from Strassen
(1965) and Kamae et al. (1977). See also Theorem 2.6.3 and 2.6.4 in Müller
and Stoyan (2002).
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3.2 Properties of the stochastic order ≼tvm

Main properties of the new stochastic order are studied in this subsection.

Proposition 3.9. The stochastic order ≼tvm is closed under convolutions.

Proof. Let f ∈ Fb and a ∈ Rn. We define the mapping fa : Rn → R with
fa(x) = f(a+ x). The map fa is bounded and measurable. Moreover, given
1 ≤ i ≤ n − 1, 0 ≤ εi+1 ≤ εi, and x ∈ Rn, we have that fa(x + εiei) =
f(a+ x+ εiei) ≥ f(a+ x+ εi+1ei+1) = fa(x+ εi+1ei+1). In the same way, if
εn ≥ 0 we have that fa(x+ εnen) = f(a+ x+ εnen) ≥ f(a+ x) ≥ fa(x).

Therefore fa ∈ Fb for any a ∈ Rn, which implies the result in accordance
with Theorem 2.4.2 in Müller and Stoyan (2002).

The new order is closed with respect to independent concatenation.

Proposition 3.10. Let X1, X2, Y1 and Y2 be independent random vectors
such that X1 ≼tvm Y1 and X2 ≼tvm Y2. Then (X1,X2) ≼tvm (Y1,Y2).

Proof. Let us suppose that Xi and Yi have dimension ni, 1 ≤ i ≤ 2. Let Fni
b

denote the class of mappings defined on Rni with the same conditions as the
ones in Fb.

Let f ∈ Fn1+n2
b . The result is proved if we see that f(x, ·) : Rn2 → R

belongs to Fn2
b for any x ∈ Rn1 , and f(·, y) : Rn1 → R belongs to Fn1

b for
any y ∈ Rn2 (see Theorem 3.2.3 in Müller and Stoyan (2002)).

Let x ∈ Rn1 , the mapping f(x, ·) is bounded and measurable. On the
other hand, f(x, z+εiei) ≥ f(x, z+εi+1ei+1) for any z ∈ Rn2 and 0 ≤ εi+1 ≤
εi with 1 ≤ i ≤ n2−1, since (x, z+εiei) = (x, z)+εien1+i, (x, z+εi+1ei+1) =
(x, z) + εi+1en1+i+1 and f ∈ Fn1+n2

b . In a similar way it is possible to prove
that f(x, z + εnen) ≥ f(x, z) for all z ∈ Rn2 and 0 ≤ εn.

Therefore f(x, ·) ∈ Fn2
b for any x ∈ Rn1 .

With the same procedure, we obtain that f(·, y) ∈ Fn1
b for any y ∈ Rn2 ,

which proves the proposition.

Proposition 3.11. The stochastic order ≼tvm is closed under the weak con-
vergence.

Proof. By Proposition 3.8 v), there exists a generator of the order with
bounded and continuous mappings, which implies the result.

Proposition 3.12. The order ≼tvm is closed under mixture.

12



Proof. Note that the order ≼tvm is integral.

Proposition 3.13. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors such that X ≼tvm Y. Then,

i) αX ≼tvm αY for all α ∈ [0,∞),

ii) X ≼tvm X+ a for all a ∈ Rn with a ≥ 0.

Proof. i) The case α = 0 is trivial. Let α > 0. In accordance with Theorem
3.3, X ≼tvm Y is equivalent to h−1(X) ≼st h−1(Y), which implies that
αh−1(X) ≼st αh−1(Y). That is the same as h−1(αX) ≼st h−1(αY). Now
Theorem 3.3 ensures that αX ≼tvm αY.

ii) Observe that the mappings in Fb are increasing.

Let a = (a1, a2, . . . , an) ∈ Rn, we will denote by a(1), a(2), . . . , a(n) the
components of a in increasing order, that is, a(1) ≤ a(2) ≤ . . . ≤ a(n), and
by a[1], a[2], . . . , a[n] the components of a in decreasing order, so a[1] ≥ a[2] ≥
. . . ≥ a[n].

By a↑ we will denote the vector (a(1), a(2), . . . , a(n)), and a↓ will stand for
the rearrangement (a[1], a[2], . . . , a[n]).

Now note that x ≤h−1 y when h−1(x) ≤ h−1(y). Thus x ≤h−1 y when∑k
i=1 xi ≤

∑k
i=1 yi for any 1 ≤ k ≤ n.

The following result relates the new order with the increasing and de-
creasing rearrangements of the components of random vectors.

Proposition 3.14. Let X = (X1, . . . , Xn) be a random vector. Then X↑ ≼tvm

X ≼tvm X↓.

Proof. Given any x ∈ Rn we have that
∑k

i=1 xi ≤
∑k

i=1 x[i] for any 1 ≤ k ≤ n.
Then x ≤h−1 x↓. Thus f(x) ≤ f(x↓) for any f ≤h−1-preserving mapping. As
a consequence, f(X) ≤ f(X↓), which implies that X ≼tvm X↓ in accordance
with v) in Proposition 3.8.

In a similar way we obtain that
∑k

i=1 x(i) ≤
∑k

i=1 xi for any x ∈ Rn and
1 ≤ k ≤ n. Thus x↑ ≤h−1 x, which implies that f(X↑) ≤ f(X) for any
f ≤h−1-preserving mapping, and so X↑ ≼tvm X applying v) in Proposition
3.8.

The time value of money stochastic order is preserved by the marginal-
ization of the first k components with 1 ≤ k ≤ n.

13



Proposition 3.15. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be ran-
dom vectors such that X ≼tvm Y. Then it holds that (X1, . . . , Xk) ≼tvm

(Y1, . . . , Yk) for any 1 ≤ k ≤ n.

Proof. The condition X ≼tvm Y is equivalent to h−1(X) ≼st h−1(Y) by
Theorem 3.3. Since the usual multivariate stochastic order is closed under
marginalization, (h−1(X)1, . . . , h

−1(X)k) ≼st (h−1(Y )1, . . . , h
−1(Y )k). Now

(h−1(X)1, . . . , h
−1(X)k) = h−1

|k ((X1, . . . , Xk)) where h|k : Rk → Rk is defined
in the same way as h from Rn to Rn. The same formula holds for the random
vector Y. This proves the result applying Theorem 3.3.

The order ≼tvm is not preserved by marginalization as we show in the
following example.

Example 3.16. Let X and Y be random vectors with distributions de-
generated at the points (0, 0, 1, 1) and (10, 10, 0, 1), respectively. Clearly
(0, 0, 1, 1) ≤h−1 (10, 10, 0, 1), and so X ≼tvm Y.

Let us consider the random vectors (X3, X4) and (Y3, Y4). Consider Q(1,1)

the quadrant set of the point (1, 1) with respect to the partial order ≤h−1

on R2. It holds that (0, 1) ̸∈ Q(1,1), and so P ((X3, X4) ∈ Q(1,1)) = 1 >
P ((Y3, Y4) ∈ Q(1,1)) = 0. Thus (X3, X4) ≼tvm (Y3, Y4) is false (see iii) in
Proposition 3.8).

The above example also implies that the stochastic order ≼tvm is not
closed under identical concatenation.

3.3 Connections with other stochastic orders and ex-
amples

In this subsection we analyze possible relations of the time value of money
order with other multivariate stochastic orders. Examples of some parametric
families ordered in the new order in accordance with their parameters, are
also proposed.

Proposition 3.17. The multivariate stochastic order ≼st implies the order
≼tvm.

Proof. Observe that the maximal generator of the order ≼st (when the weight
function is b = 1) is composed of the increasing and bounded mappings, which
contains the maximal generator of the stochastic order ≼tvm.

14



The stochastic order ≼tvm is weaker than the stochastic order ≼st as the
following example shows.

Example 3.18. Let X be a bidimensional random vector with distribution
degenerated at the point (1,−1). Let Y be a random vector with distribution
degenerated at the point (2,−2). Note that (1,−1) ≤h−1 (2,−2). Thus, given
any f ∈ Fb we have that f((2,−2)) ≥ f((1,−1)). As a consequence, X ≼tvm

Y. On the other hand, the relation X ≼st Y is false.

Proposition 3.19. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors such that X ≼tvm Y. If EX = EY then X ∼st Y.

Proof. Note that EX = EY implies that E(h−1(X)) = E(h−1(Y)). This
and h−1(X) ≼st h

−1(Y) lead to h−1(X) ∼st h
−1(Y), which is the same as

X ∼st Y since h−1 is bijective.

Proposition 3.20. The order ≼tvm implies the order ≼1.

Proof. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random vectors such
that X ≼tvm Y. Theorem 3.3 reads that h−1(X) ≼st h

−1(Y). Given v ≥ 0 in
Rn, let gv : Rn → R with gv(x) = ⟨v, x⟩ for all x ∈ Rn, where ⟨·, ·⟩ denotes
the inner product in Rn. Note that gv(h

−1(X)) ≼st gv(h
−1(Y)) since gv is

increasing.
Consider ϕ = (ϕ1, ϕ2, . . . , ϕn) ∈ Rn with 1 ≥ ϕ1 ≥ ϕ2 . . . ≥ ϕn ≥ 0, and

v ∈ Rn such that vi = ϕi − ϕi+1 for all 1 ≤ i ≤ n− 1 and vn = ϕn. We have
that gv(h

−1(X)) = ϕ1X1 + . . .+ ϕnXn and gv(h
−1(Y)) = ϕ1Y1 + . . .+ ϕnYn.

As a consequence, X ≼1 Y holds.

The converse of Proposition 3.20 is not true in general as the following
example shows.

Example 3.21. Consider a 2-years investment where x1 and x2 are the
annual cash flows at the end of the first and second year respectively. Suppose
that there exists a bonus of two monetary units when at least one of the
cumulative cash flows at the end of each year, is greater than one monetary
unit. Assume that the bonus is paid at the end of the second year. The
present value of the investment is

fr(x1, x2) =
x1

1 + r
+

x2

(1 + r)2
+

2I[1,+∞)(max{x1, x1 + x2})
(1 + r)2

,
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where r ≥ 0 is the annual interest rate and I[1,+∞) is the indicator function
of [1,+∞).

It is not hard to prove that fr belongs to F for any r ≥ 0.
Consider the random vectorsX andY with supports {(1, 0), (0, 1), (1,−1)}

and {(3/4, 0), (1, 1), (2,−1)} respectively, all the points with the same prob-
ability. When r = 0, E(f0(X)) = 8/3 and E(f0(Y)) = 31/12, which implies
that X ≼tvm Y is not true. On the other hand, it is not difficult to prove
that X ≼1 Y.

Remark 3.22. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors such that X ≼1 Y, then X ≼2 Y holds (see Scarsini (1986)). As a
consequence, the order ≼tvm implies the order ≼2, but the converse is not
true.

Remark 3.23. There are not specific relations between the orders ≼tvm and
≼uo, and the orders ≼tvm and ≼lo.

Example 3.18 shows that neither ≼uo nor ≼lo are implied by the or-
der ≼tvm since in that case X ≼uo Y and X ≼lo Y are false. Note that
FX(1/2,−3/2) > FY(1/2,−3/2) and FX(2,−2) < FY(2,−2).

Now consider the random vectors X and Y with supports {(0, 0), (2,−1),
(1,−2)} and {(3, 0), (0,−1), (2,−2)} respectively, all the points with the
same probability.

It is easy to see that X ≼uo Y. Consider the set M = {(x, y) ∈ R2 | x ≥
0, y + 2x ≥ 0}. It is not hard to prove that M is a measurable upper set for
the partial order ≤h−1 on R2. Proposition 3.8 iv) ensures that X ≼tvm Y is
false.

Let us take the random vectors X and Y with supports {(0, 0), (1, 1)}
and {(1, 0), (0, 1)} respectively, all the points with the same probability. The
relation X ≼lo Y holds. Moreover, h−1(X) ≼st h−1(Y) is false and so is
X ≼tvm Y.

Multivariate normal and t distributions are mostly adopted in practice
by investors in our framework. We analyze the time value of money order
with those distributions.

Now, we provide sufficient and necessary conditions for random vectors
with normal distribution to be ordered in the stochastic order ≼tvm.

Proposition 3.24. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors with normal distribution, X ∼st N(µ,Σ) and Y ∼st N(µ′,Σ′). Then,
X ≼tvm Y if and only if
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i) µ1 + µ2 + · · ·+ µk ≤ µ′
1 + µ′

2 + · · ·+ µ′
k for any 1 ≤ k ≤ n,

ii) Σ = Σ′.

Proof. By Theorem 3.3, X ≼tvm Y if and only if h−1(X) ≼st h
−1(Y).

On the other hand h−1(X) ∼st N(h−1(µ), H−1Σ(H−1)t) and h−1(Y) ∼st

N(h−1(µ′), H−1Σ′(H−1)t), where H is the matrix associated with h with
respect to {e1, . . . , en}.

By Theorem 3.3.13 in Müller and Stoyan (2002), h−1(X) ≼st h
−1(Y) if

and only if h−1(µ) ≤ h−1(µ′) and H−1Σ(H−1)t = H−1Σ′(H−1)t.
The condition h−1(µ) ≤ h−1(µ′) is the same as i). Since H is regular,

H−1Σ(H−1)t = H−1Σ′(H−1)t is equivalent to Σ = Σ′, which concludes the
proof.

The case of the multivariate t distribution is analyzed in the following
results.

Lemma 3.25. Let X and Y be random variables with t distribution with
freedom degrees ν and ν ′, respectively. Let a, a′ > 0 and b, b′ ∈ R. Then,
aX + b ≼st a

′Y + b′ if and only if ν = ν ′, a = a′ and b ≤ b′.

Proof. Let us suppose that aX+ b ≼st a
′Y + b′. Then, E(aX+ b) ≤ E(a′Y +

b′), and so b ≤ b′.
Let us see that ν = ν ′. Note that the density mappings of aX + b and

a′Y + b′ are faX+b(x) = fX(
x−b
a
) 1
a
and fa′Y+b′(x) = fY (

x−b′

a′
) 1
a′

for any x ∈ R.
Suppose that ν > ν ′. It can be seen that limt→−∞

faX+b(t)

fa′Y +b′ (t)
= 0. As

a consequence, there exist m ∈ R such that faX+b(t) ≤ fa′Y+b′(t) for any
t ≤ m. Hence, P (aX + b ≤ m) < P (a′Y + b′ ≤ m), which is a contradiction
with aX + b ≼st a

′Y + b′.
The case ν < ν ′ can be analyzed in a similar way. Therefore ν = ν ′.

Thus, X ∼st Y.
Let us see that a = a′. Suppose that a < a′. Let m1 ∈ R with m1−b

a
≤

m1−b′

a′
. We have that P (aX + b ≤ m1) = P (X ≤ m1−b

a
) = P (Y ≤ m1−b

a
) ≤

P (Y ≤ m1−b′

a′
) = P (a′Y + b′ ≤ m1), which is a contradiction with aX + b ≼st

a′Y + b′. The case a > a′ can be studied in the same way taking m2 ∈ R
with m2−b

a
< m2−b′

a′
. Therefore, a = a′.

The converse is trivial.
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A random vector X = (X1, . . . , Xn) follows a multivariate t distribution
with freedom degrees ν, mean vector µ and positive definite symmetric matrix
parameter Σ, if its density function is

fX(x) =
Γ(ν+n

2
)

Γ(ν
2
)

1

(νπ)n/2
1√
detΣ

(
1 +

1

ν
(x− µ)TΣ−1(x− µ)

)−n+ν
2

for any x ∈ Rn (see, for instance, Roth (2013) for the multivariate t distri-
bution and its properties).

Proposition 3.26. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors with t distribution with freedom degrees ν and ν ′, mean vectors µ and
µ′ and matrices parameter Σ and Σ′, respectively. It holds that X ≼st Y if
and only if

i) µi ≤ µ′
i for any 1 ≤ i ≤ n,

ii) ν = ν ′,

iii) Σ = Σ′.

Proof. Clearly enough, if ν = ν ′, Σ = Σ′ and µi ≤ µ′
i for any 1 ≤ i ≤ n, then

X ≼st Y. Note that Y ∼st X+ µ′ − µ.
Now, assume that X ≼st Y.
Thus, Xi ≼st Yi for any 1 ≤ i ≤ n. By the properties of the multi-

variate t distribution, it holds that Xi ∼st

√
(Σ)iiW + µi, where W is a

random variable which follows t distribution with freedom degrees ν and
Yi ∼st

√
(Σ′)iiW

′ + µ′
i, where W

′ is a random variable which follows t distri-

bution with freedom degrees ν ′ . Therefore,
√

(Σ)iiW+µi ≼st

√
(Σ′)iiW

′+µ′
i.

By Lemma 3.25, we obtain that ν = ν ′, (Σ)ii = (Σ′)ii and µi ≤ µ′
i.

In a similar way, X ≼st Y implies that Xi +Xj ≼st Yi + Yj for any 1 ≤
i, j ≤ n with i ̸= j. The properties of the multivariate t distribution imply
that Xi+Xj ∼st

√
(Σ)ii + (Σ)jj + 2(Σ)ij W +µi+µj where W is a t random

variable with freedom degrees ν and Yi+Yj ∼st

√
(Σ′)ii + (Σ′)jj + 2(Σ′)ij W

′+
µ′
i + µ′

j where W ′ is a t random variable with freedom degrees ν ′.
Lemma 3.25 implies that (Σ)ii +(Σ)jj +2(Σ)ij = (Σ′)ii +(Σ′)jj +2(Σ′)ij.

Thus, (Σ)ij = (Σ′)ij, which concludes the proof.

Proposition 3.27. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors with t distribution with freedom degrees ν and ν ′, mean vectors µ and
µ′ and matrix parameter Σ and Σ′, respectively. Then, X ≼tvm Y if and only
if
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i) µ1 + µ2 + · · ·+ µk ≤ µ′
1 + µ′

2 + · · ·+ µ′
k for any 1 ≤ k ≤ n,

ii) ν = ν ′,

iii) Σ = Σ′.

Proof. Theorem 3.3 says that X ≼tvm Y is equivalent to h−1(X) ≼st h
−1(Y).

The properties of the multivariate t distribution assure that h−1(X) and
h−1(Y) follow t distributions with freedom degrees ν and ν ′, mean vectors
H−1µ and H−1µ′ and matrices parameter H−1Σ(H−1)t and H−1Σ′(H−1)t, re-
spectively, whereH is the matrix associated with h with respect to {e1, . . . , en}.

Now, by Proposition 3.27, we obtain that X ≼tvm Y is equivalent to ν =
ν ′, (H−1µ)i ≤ (H−1µ′)i for any 1 ≤ i ≤ n, and H−1Σ(H−1)t = H−1Σ′(H−1)t.

Note that (H−1µ)i ≤ (H−1µ′)i for any 1 ≤ i ≤ n, is the same as µ1 +
µ2 + · · · + µk ≤ µ′

1 + µ′
2 + · · · + µ′

k for any 1 ≤ k ≤ n, and since H is
regular, H−1Σ(H−1)t = H−1Σ′(H−1)t is equivalent to Σ = Σ′, which proves
the proposition.

Other parametric families are analyzed below.
Consider the probability distribution given by the following density with

parameters (θ0, θ1, . . . , θn−1), where θi > 0, 0 ≤ i ≤ n− 1,

g(x1, x2, . . . , xn) = n!
n−1∏
j=0

(
θ−1
j exp {−(n− j)θ−1

j (xj+1 − xj)}
)

with x0 = 0 < x1 ≤ . . . ≤ xn (see Fernández-Ponce and Suárez-Lloréns
(2003)).

Proposition 3.28. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be ran-
dom vectors distributed in accordance with the previous density function and
with parameters (θ0, θ1, . . . , θn−1) and (θ′0, θ

′
1, . . . , θ

′
n−1) respectively. Let µi =

θ′i/θi, 0 ≤ i ≤ n− 1. If µi ≥ 1 for all 0 ≤ i ≤ n− 1 and jµi− (j− 1)µi+1 ≥ 1
with 0 ≤ i ≤ n− 2 and 0 ≤ j ≤ n− i, then X ≼tvm Y.
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Proof. It holds that AX ∼st Y with

A =



θ′0
θ0

0 0 0 . . . 0
θ′0
θ0
− θ′1

θ1

θ′1
θ1

0 0 . . . 0

θ′0
θ0
− θ′1

θ1

θ′1
θ1
− θ′2

θ2

θ′2
θ2

0 . . . 0

θ′0
θ0
− θ′1

θ1

θ′1
θ1
− θ′2

θ2

θ′2
θ2
− θ′3

θ3

θ′3
θ3

. . . 0

...
...

...
...

...
...

θ′0
θ0
− θ′1

θ1

θ′1
θ1
− θ′2

θ2

θ′2
θ2
− θ′3

θ3

θ′3
θ3
− θ′4

θ4
. . .

θ′n−1

θn−1


.

Note that

AX =



µ0X1

(µ0 − µ1)X1 + µ1X2

(µ0 − µ1)X1 + (µ1 − µ2)X2 + µ2X3

(µ0 − µ1)X1 + (µ1 − µ2)X2 + (µ2 − µ3)X3 + µ3X4
...
...

(µ0 − µ1)X1 + (µ1 − µ2)X2 + · · ·+ (µn−2 − µn−1)Xn−1 + µn−1Xn


.

It holds that X ≤h−1 AX in accordance with the conditions of the pa-
rameters µi. Now ii) in Proposition 3.8 leads to the result.

Let us consider the multivariate density given by

g(x1, x2, . . . , xn) =
Γ(k + n)

Γ(k)
(1 +

n∑
j=1

αjxj)
−(k+n)

n∏
j=1

αj

with xj > 0, k > 0, αj > 0, 1 ≤ j ≤ n (see, for instance, Johnson and Kotz
(1972), page 289).

Proposition 3.29. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be random
vectors whose distributions are given by the above densities with parameters
(α1, . . . , αn, k) and (α′

1, . . . , α
′
n, k) respectively. If αi

α′
i
≥ 1 for any 1 ≤ i ≤ n,

then X ≼tvm Y.

Proof. Let A = diag(α1

α′
1
, α2

α′
2
, . . . , αn

α′
n
). It is not hard to prove that AX ∼st Y.

Clearly X ≤h−1 AX, which implies the result.
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4 Conclusions

In this paper we have introduced a tool to compare investments affected by
the time value of money, as those involving cash flows at different moments
in time. That tool is based on an integral stochastic order whose generator
is given by the mappings which reflect the effects of the time value of money.
Different characterizations of the order are proved like that based on the
usual multivariate stochastic order which facilitates the analysis of the order.
The maximal generator of the order is obtained. The new stochastic order
can be seen as an order generated by a (non-stochastic) partial order on Rn

and the class mappings which preserve the partial order. Moreover, multiple
properties of the order and relations with other stochastic orders are also
stated.
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