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ssort - CONVOLUTIONAL LAYERS with B3 <eras—— Conv1D: Input and output shapes

Convolution operation
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c Example
K=o X Wi ety + by
c=1 ConvlD(filters=4, kernel size=600, padding='valid')

In this equation we see that the convolution (x) of the channel
¢ of the input x\); and the m*" filter of such channel W'“™

results in the m** output feature map le)’ being bl(m) the |nput al'ld Output Shapes

bias vector.

The batch dimension is the

number of samples in the Each input sample is a
dataset. It is denoted as : i 3 channel window of
None, as it is not fixed. : ! size 800 steps.
We perform the convolution Convip |_imput: | (None/800,3) | The layer returns
- on output: | (None,261.4) | 4 filters
operation by means of the PUL: | FRONE AT T, | et
Keras Conv1D layer, being R e —————
c = channels and m = filters. The output step value may change due to padding or

strides. In this case, we use: no padding (‘valid’),
unit strides and kernel of size 600.
So, new_steps = (800 - 600) + 1 = 201. (2]

convolution kernels
Conv1D layer
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The ConvlD layer learns 12 (c-m = 12) kernels and returns 4
filters. Each output filter is the average of its 3 kernels.
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