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Abstract

Among the different non-covalent interactions, halogen bonds have captured wide attention

in the last years. Their stability has been rationalised in electrostatic terms by appealing to the

σ-hole concept, a charge-depleted region that is able to interact favourably with electron rich

moieties. This interpretation has been questioned, and in this work a set of anionic halogen

model systems are used to shed some light on this issue. We use the Interacting Quantum Atoms

(IQA) method, which provides an orbital invariant energy decomposition in which pure electro-

static terms are well isolated, and we complement our insights with the analysis of electrostatic

potentials as well as with traditional descriptors of charge accumulation like the Laplacian of

the electron density. The total electrostatic interaction between the interacting species is sur-

prisingly destabilising in many of the systems examined, demonstrating that although σ-holes

might be qualitatively helpful, much care has to be taken in ascribing the stability of these sys-

tems to electrostatics. It is clearly shown that electron delocalisation is essential to understand

the stability of the complexes. The evolution of atomic charges as the aggregates form reveals

a charge transfer picture in which the central, σ-hole bearing halogen acts as a mere spectator.

These systems may then be not far from engaging in a classical 3c-4e interaction. Since the

presence of a σ-hole as characterised by the electrostatic potential mapped on a suitable molec-

ular envelope isosurface does not guarantee attractive electrostatic interactions, we encourage

to employ a wider perspective that takes into account the full charge distribution.
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1. Introduction

The consideration of non-covalent interactions (NCIs) is one of the priority development

directions in modern chemistry and related areas of natural science. The attention of the

scientific community to this field has grown explosively in the past decade, as these weak contacts

play key roles in most chemical1–3 and biochemical4,5 processes. Non-covalent interactions

determine the existence of molecular solids and the properties of molecular systems in the gas

and liquid phases, and their control has found wide application in nanoscience,6,7 material

science,8,9 medicine10,11 or catalysis,12–16 to name just a few fields. As progress accumulates,

the number of purportedly new NCIs beyond the ubiquitous van der Waals attractions has

increased considerably, and the NCI zoo now includes beryllium, tetrel, pnictogen, chalcogen,

etc. bonds.17–20 In many of these, electrostatic interactions have been targeted as fundamental,

and the concept of σ-holes has become instrumental,21–23 particularly in halogen bonds.24,25

It has thus become generally accepted that the charge density anisotropy of bonded halogen

atoms leading to σ-holes is the driving force behind halogen bonding. This has lead to emphasise

the role of the molecular electrostatic potential (ESP) in understanding these interactions,26 and

to assume that their energetics should be well described by classical contributions.27 Nonethe-

less, such a traditional view has been challenged in the last few years with the use of other

complementary techniques.

In this respect, numerous computational studies have appeared trying to shed light on the

nature of halogen-bond (XB) interactions. Most are based on orbital-based energetic decompo-

sitions that use natural bond orbitals (NBO), Kohn-Sham based energy decomposition analyses

(EDA), block-localised wave functions (BLWs), in the realm of valence bond (VB) theory, or even

symmetry adapted perturbation theory (SAPT).22,25,28–33 Less effort has been put in rationalis-

ing halogen bonding with orbital invariant real space-based alternatives, such as the interacting

quantum atoms (IQA) scheme.34,35 Fock-space analyses already warned about the importance

of non-purely electrostatic contributions, such as charge transfer, polarisation, or dispersion in

different complexes.22,25,28–33 On the other hand, the IQA picture has also revealed how in some

instances covalent effects, as revealed by non-negligible exchange-correlation energies, may have

been skipped.32,36–44

In this work, we have decided to adhere to Occam’s razor arguments [Johannes Poncius’

commentary on John Duns Scotus’ Opus Oxoniense, book III, dist. 34, q. 1. in John Duns

2



Scotus Opera Omnia, vol. 15, Ed. Luke Wadding, Louvain (1639), reprinted Paris: Vives,

(1894) p.483a] and thus to choose the simplest possible model systems of halogen bonding in

order to isolate as well as possible the driving forces behind their stability through the IQA

partitioning. Since XBs comprise a σ-hole bearing halogen atom acting as a Lewis acid that

interacts with a Lewis base counterpart, we opted to explore the σ-hole halogen interactions

within negatively charged X1 –Y2 –X3 species, using different combinations of chlorine, bromine

and iodine as the X and Y moieties.

According to the early work of Sakurai45 and Desijaru,46 and the seminal paper by Espinosa

and coworkers on halogen-halogen interactions,47 there would be two distinct geometrical ar-

rangements for two interacting halogens in crystals. The first one, called type I, refers to a

symmetric, often linear arrangement that occurs mainly around a crystallographic inversion

centre and is generally regarded to be dispersion driven. In the second, or type II, the interac-

tion occurs at angles close to 90◦, and the positively-charged σ-hole from one atom approaches

the negative lone pair belt of the other, so that electrostatic terms are expected to dominate.

Type II XBs are often found on crystallographic screw axes and glide planes. In order to capture

the mutual effect of maximised van der Waals forces in type I and electrostatic interactions in

type II geometries, we selected linear geometries between a halogen diatomic molecule and an

approaching halide ion.

To decrease the number of degrees of freedom as much as possible, we have inspected both

the potential energy surface minima, corresponding to the symmetric [X1 –Y2 –X3]– trihalide

configurations as found in the gas phase (Figure 1b), and constrained X1 –Y2 · · ·X3
– asym-

metric geometries that mimic the halogen arrangements found in crystals (Figure 1a). These

systems are close to those studied by Wolters and Bickelhaupt with Kohn-Sham EDAs,48 that

were also chosen thanks to their capturing of the essence of σ-holes and XBs.

Thus, and with all the previous simplifications, we seek to compare the role of σ-holes in XBs

from different perspectives: the qualitative picture provided by the ESP and other scalar fields

like the Laplacian of the electron density, and the quantitative image given by the IQA energetic

decomposition. IQA has now been used to shed light on a wide variety of phenomena, including

some recent controversies such the nature of bonding in anion-π interactions or the character of

the Na-B bond in NaBH3
– to cite a couple of them.49,50 This together with its orbital-invariant

nature makes it an appropriate choice for our study. In doing so, we expect to gain deeper

insight into the nature of halogen bonding as well as to check whether the electrostatic view
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survives quantitative analyses.

d12 d23

(a) X1 –Y2 · · ·X3
–

d12 d23

(b) [X1 –Y2 –X3]
–

Figure 1: Geometries considered in this work: constrained asymmetric complex (left), with d12 < d23, and

symmetric trihalide (right) structure, with d12 = d23.

2. Methodology

Quantum Chemical Topology (QCT) refers to a set of wave function analysis techniques that

take advantage of the topology induced by the gradient field of orbital invariant descriptors.51

By construction, QCT is independent on the electronic structure method selected to build the

system’s wave function. Amongst the most well-known QCT procedures we find the Quantum

Theory of Atoms in Molecules (QTAIM) of Bader et al.,52 which provides an atomic-like exhaus-

tive partition of real space and of the expectation values of any quantum mechanical operator.

In the QTAIM, atoms are defined as the attractor basins of the electron density field, ρ(r). A

general energy partition scheme in QCT that leads to an atomic and interatomic decomposition

of the molecular energy when applied to the QTAIM is the interacting quantum atoms (IQA)

approach.34,35 IQA/QTAIM provides physically rigorous domain kinetic energies, in contrast

to those offered by other spatial decompositions, and it needs only the first- and second-order

reduced density matrices to compute its different energy terms. According to this scheme, and

making use of its usual language, the total energy E is split into a sum of atomic (net) energies

EA
net and pairwise additive interaction terms EAB

int as

E =
∑
A

EA
net +

∑
A<B

EAB
int . (1)

The atomic net-energy comprises, on the one hand, the kinetic energy of the electrons

contained in a particular basin, their mutual interaction, and the attraction with the particular
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nucleus they are associated with. On the contrary, EAB
int gathers the interactions of all the

electrons and nuclei located in a basin A with those located in basin B.

There are two sources for the interaction energy, namely the classical electrostatic interaction

between the total (nuclear and electronic) charge densities lying in the A and B regions, and

a correction to that term which is purely quantum mechanical in nature. Accordingly, the

interaction energy can be separated into a Coulomb, or classical contribution EAB
cl —that has

been shown to correspond to the ionic component of a chemical interaction— and an exchange-

correlation one EAB
xc —that measures covalency:

EAB
int = EAB

cl + EAB
xc . (2)

Related with the exchange-correlation energy is the delocalisation index, DI. It corresponds

to the integration of the exchange-correlation density over two basins and is the real space

equivalent of bond order, whose value can be interpreted as the number of electron pairs that

two particular basins share.53

Since the union of QTAIM regions is again a proper QTAIM domain, we can gather sets of

QTAIM atoms to form groups G and rewrite the IQA partitioning in terms of them:

E =
∑
G

EGnet +
∑
G<H

EGHint , (3)

with

EGnet =
∑
A∈G

EA
net +

∑
A<B
A,B∈G

EAB
int (4)

EGHint =
∑
A<B

A∈G,B∈H

EAB
int . (5)

Here, G and H stand for the different groups in which the molecule has been divided. The

same grouping can be performed for each of the different IQA energy components, such as the

classical or exchange-correlation contributions.

The unavailability of a second-order reduced density matrix in DFT prevents the exact

decomposition of the exchange-correlation energy in an IQA-like manner, hence DFT would not

be in principle compatible with IQA. Nevertheless, several working approximations have been

introduce to by-pass this limitation. Here we will consider a scaling technique that modifies

both intra- and interatomic contributions.54
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Given a particular exchange-correlation functional with a non-hybrid part ε(r), the total

DFT exchange-correlation (xc) energy can be easily computed as

EDFT
xc =

∫
R3

ρ(r)ε(r)dr + a0E
KS
x , (6)

where a0 denotes the fraction of the pure Hartree-Fock (HF) exchange EKS
x , which is directly

computed from the Kohn-Sham (KS) orbitals when a hybrid functional is used.

By delimiting the previous integral to a particular spacial basin (e.g., Bader’s atomic regions,

with R3 = ∪AΩA), a splitting of the total xc energy is achieved, but such terms involve both

IQA intra- and inter-basin contributions. To overcome this problem a scaling technique based

on the EDFT
xc /EKS

x ratio over each basin was successfully proposed.54 First, the parameters λA

must be computed for each atomic basin as

λA =
EDFT,A

xc,add

EKS,A
x,add

= a0 +
1

EKS,A
x,add

∫
ΩA

ρ(r)ε(r)dr, (7)

where add stands for the additivity of the terms, as they sum up to the molecular EDFT
xc and

involve inter- and intra-atomic components. The Hartree-Fock exchange is calculated with the

sum

EKS,A
x,add = EKS,A

x +
1

2

∑
B 6=A

EKS,AB
x , (8)

where

EKS,AB
x =

∫
ΩA

dr1

∫
ΩB

dr2r
−1
12 ρ

KS
x (r1, r2), (9)

that corresponds to the intra-atomic EKS,A
x for ΩB ≡ ΩA and only requires the set of KS

molecular orbitals to construct the exchange density ρKS
x (r1, r2).

Once the set of λA parameters is available, these are utilised to approximate the intra-

(B = A) or inter-atomic (B 6= A) DFT xc energies as follows:

ẼAB
xc =

1

2
[λA + λB]EKS,A

x,add . (10)

Consequently, the xc energy is split into

EDFT
xc =

∑
A

ẼA
xc +

∑
B 6=A

ẼAB
xc . (11)

Traditionally, σ-hole driven halogen bonding has been characterised in terms of the positive

ESP region that develops along the bonding axis in heavy halogens that usually points toward

the lone pair torus of their bonding partners.55,56 Any real space measure of electron localisation
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like the electron localisation function (ELF),57 or of local charge concentration and depletion,

like the Laplacian of the electron density ∇2ρ, can be used to explore and detect σ-holes trust-

fully.58–60 As the Laplacian is regarded, its ability to uncover the shell structure of low Z atoms

makes it a very appealing descriptor. Even for (Z ≥ 20) atoms, for which the Laplacian does not

resolve their valence shells appropriately, the visualisation of ∇2ρ still provides clear pictures of

σ-hole behaviour.

3. Computational details

Geometry optimisations and single point calculations were carried out with the Gaussian09

(G09) package61 at the M06-2X/x2c-TZVPPall level of theory, with Grimme’s D3 dispersion

correction62 and an ultrafine grid. The M06-2X density functional was specifically developed

and parameterised for a correct description of non-covalent interactions (especially in the case

of main group chemical elements)63 and was also validated for these purposes in several bench-

mark studies.64–66 We have chosen this functional according to our previous experience and its

successful performance in a number of halogen bond studies in various similar supramolecular

systems.67–71

In order to avoid problems with relativistic effects, we used the specially developed seg-

mented contracted all-electron relativistic basis sets x2c-TZVPPall and the Ahlrich’s family

basis sets def2-TZVPP with all-electron spin-free X2C correction for iodine.72 We have also

previous experience on the successful application of such basis sets in studies of non-covalent

interactions73,74 and, in particular, in chemical systems containing heavy atoms (noble metals,

iodine).75,76 Additionally, the RESC scalar relativistic approach,77 as implemented in G09, was

employed for all compounds that include iodine.

All the optimisations converged towards the trihalides [X1 –Y2 –X3]– , that were properly

characterised through harmonic frequency analysis. To obtain asymmetric geometries X1 –Y2 · · ·X3
–

resembling the arrangements found in crystals, a scan over the Y2 –X3 distance was performed

with a frozen X1 –Y2 separation equal to the experimental diatomic equilibrium one, retrieved

from the NIST database.78 This has proven to be a reliably procedure to examine pure halogen

bonding effects without the influence of further species.

Analogously, and in order to test the reliability of the DFT results, a comparison between

the energy components of M06-2X and a more reliable CCSD reference was also performed.

For these correlation-consistent calculations, PySCF79 was used to obtain the density matrices
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required by the subsequent IQA analyses. The x2c-TZVPPall and def2-TZVPP were used in

these calculations for a selected set of X1 –Y2 · · ·X3
– systems. Also, relativistic effects were

accounted for iodine compounds, in this case with the all-electron spin-free X2C correction.

This precludes a complete IQA reconstruction of the energy, but does not affect the interatomic

interaction components, which constitute our focus.

The wave functions obtained from the previous G09 or PySCF calculations were input to

the PROMOLDEN code80 to carry out the IQA energetic analyses. For these, β-spheres with radii

between 0.30 and 0.35 a.u. were employed along with 5810-point Lebedev angular grids and

Gauss-Chebychev of 2nd kind radial quadratures with 451 radial points. The expansion of r−1
12

was performed up to a Lmax of 10. Non β-sphere grids were performed using the same angular

quadratures but 551 points Clenshaw-Curtis radial quadrature was chosen in this case and the

Lmax was raised to 12. PROMOLDEN does not actually recover relativistic effects, that would

affect mainly some intra-basin energy contributions like the atomic kinetic energy. Since we are

mainly interested in interatomic interaction energies, which remain basically unperturbed after

our relativistic calculations, we think that the reported interactions involving iodine atoms are

not seriously affected by this approximation.

Finally, the molecular and atomic representations have been obtained with the AIMAll81

and Jmol82 codes. The rest of the figures were done with the help of Python’s Matplotlib.83

4. Results and Discussion

4.1. Systems

As mentioned in the Introduction, we have focused our efforts on pure negatively-charged

halogen species that are intended to capture the essence of σ-hole interactions. These sys-

tems bind linearly through the extra σ-like lone pair of the halide anion. A total of eighteen

of these systems have been considered in this work. These comprise the trihalides as well

as the constrained X1 –Y2 dimers attacked by a X3 halogen anion in a linear arrangement,47

where X,Y=Cl, Br, I: Cl–Cl · · ·Cl– , [Cl–Cl–Cl]– , Cl–Br · · ·Cl– , [Cl–Br–Cl]– , Cl– I · · ·Cl– ,

[Cl– I–Cl]– , Br–Br · · ·Br– , [Br–Br–Br]– , Br–Cl · · ·Br– , [Br–Cl–Br]– , Br– I · · ·Br– , [Br– I–Br]– ,

I –Cl · · · I– , [I –Cl– I]– , I –Br · · · I– , [I –Br– I]– , I – I · · · I– , [I – I– I]– . We leave aside fluorine,

since this element is normally not considered to get involved in halogen bonds as a result from

its low polarisability. All optimised and constrained geometries and energies can be found in

the Supporting Information (SI), Table S1.
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4.2. Atomic charges and interatomic interaction energies

Sigma holes are expected to enhance halogen interactions by means of favourable electro-

statics between the halogen that develops the σ-hole and the attacking, electron-rich moiety.

However useful any argument based on the docking of ESP isosurfaces may be, it is always

the total electrostatic interaction between the approaching entities that has to be taken into

account. This is something that IQA provides directly. As we are going to show, a lock-and-key

ESP isosurface match may actually hide a globally destabilising electrostatic contribution. The

IQA interaction energy EAB
int , and its classical (Coulomb, Eclass) and non-classical (exchange-

correlation, Exc) components give directly the grand total interactions, which can be perceived

as what one would obtain if we brought together all the ESP pictures at all possible different

isovalues, reconstructing an onion from its peels. Another way to state this idea comes from

recognising that a region characterised by a positive ESP value on the van der Waals envelope

surface may well display a negative ESP value on another surface, so that the global electrostatic

is by no means obvious from the exam of the first surface.

Table 1 contains the total interaction energies, along with the classical and exchange-

correlation contributions, for every pair of atoms present in the complexes. The QTAIM atomic

charges are also depicted. Although the data present in Table 1 correspond to the M06-2X den-

sity functional, we have validated the reliability of our results by performing reference CCSD

calculations on a selected number of systems: Cl–Cl · · ·Cl– , Cl–Br · · ·Cl– , Cl– I · · ·Cl– and

Br–Br · · ·Br– , with both the x2c-TZVPPall and the def2-TZVPP basis sets. The data can

be found in the S2 and S3 Tables of the SI. Small differences in charges and larger energetic

discrepancies can be found on comparing the DFT and CCSD data but, overall, the M06-

2X/x2c-TZVPPall level of theory so far used is found to be accurate enough. All trends found

in Table 1 are maintained. For comparison purposes also, M06-2X results in the optimised in

vacuo X1 –Y2 diatomics can also be found in Table 2.
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Table 1: Atomic charges (a.u.) as well as delocalisation indices (DI) and interaction energies (in kcal mol−1)

for each atomic pair in the complexes X1 –Y2 –X3 at the M06-2X/x2c-TZVPPall level. Negative charges are

coloured in red, positive in blue and those close to zero in green.

Complex Pair DI Eint Exc Eclass

1-2 1.278 -161.439 -182.490 21.051

Cl1
-0.30 –Cl2

+0.04 · · ·Cl3
-0.74 2-3 0.542 -66.779 -60.613 -6.166

1-3 0.149 6.863 -5.443 12.306

1-2 0.872 -104.724 -107.164 2.440

[Cl1
-0.50 –Cl2

+0.01 –Cl3
-0.50] 2-3 0.872 -104.502 -107.169 2.667

1-3 0.211 7.861 -7.646 15.507

1-2 1.169 -159.842 -156.455 -3.387

Cl1
-0.46 –Br2

+0.16 · · ·Cl3
-0.70 2-3 0.674 -94.116 -76.965 -17.151

1-3 0.152 15.019 -5.443 20.462

1-2 0.877 -113.753 -104.485 -9.268

[Cl1
-0.56 –Br2

+0.12 –Cl3
-0.56] 2-3 0.877 -113.916 -104.551 -9.366

1-3 0.179 13.500 -6.234 19.734

1-2 1.061 -174.495 -130.451 -44.044

Cl1
-0.61 – I2

+0.34 · · ·Cl3
-0.73 2-3 0.696 -115.651 -75.887 -39.764

1-3 0.118 25.321 -4.003 29.324

1-2 0.836 -128.549 -93.217 -35.332

[Cl1
-0.65 – I2

+0.30 –Cl3
-0.65] 2-3 0.835 -128.068 -93.114 -34.955

1-3 0.129 22.938 -4.229 27.167

1-2 1.243 -142.250 -165.847 23.597

Br1
-0.22 –Cl2

-0.10 · · ·Br3
-0.69 2-3 0.590 -58.304 -64.176 5.872

1-3 0.192 -0.491 -6.571 6.080

1-2 0.883 -93.221 -103.455 10.234

[Br1
-0.45 –Cl2

-0.10 –Br3
-0.45] 2-3 0.881 -93.034 -103.235 10.201

1-3 0.251 2.311 -8.476 10.787

1-2 1.164 -132.598 -147.432 14.835

Br1
-0.39 –Br2

+0.03 · · ·Br3
-0.64 2-3 0.729 -83.199 -81.060 -2.139

1-3 0.191 7.152 -6.407 13.559
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1-2 0.883 -98.024 -102.562 4.538

[Br1
-0.50 –Br2

+0.01 –Br3
-0.50] 2-3 0.881 -98.239 -102.832 4.593

1-3 0.251 7.136 -7.004 14.141

1-2 1.099 -139.381 -127.528 -11.854

Br1
-0.52 – I2

+0.21 · · ·Br3
-0.69 2-3 0.698 -92.092 -71.456 -20.636

1-3 0.147 16.688 -4.536 21.224

1-2 0.857 -104.986 -90.242 -14.744

[Br1
-0.59 – I2

+0.18 –Br3
-0.59] 2-3 0.857 -105.079 -90.311 -14.768

1-3 0.161 15.456 -4.857 20.312

1-2 1.208 -141.696 -147.381 5.685

I1
-0.06 –Cl2

-0.28 · · · I3
-0.66 2-3 0.542 -37.715 -53.691 15.975

1-3 0.24 -9.262 -7.409 -1.853

1-2 0.853 -80.019 -92.052 12.033

[I1
-0.37 –Cl2

-0.26 – I3
-0.37] 2-3 0.851 -79.783 -91.862 12.080

1-3 0.317 -3.618 -9.734 6.116

1-2 1.168 -117.898 -135.958 18.060

I1
-0.24 –Br2

-0.15 · · · I3
-0.61 2-3 0.661 -58.258 -66.461 8.204

1-3 0.237 -1.622 -7.156 5.533

1-2 0.872 -79.271 -91.298 12.027

[I1
-0.42 –Br2

-0.16 – I3
-0.42] 2-3 0.873 -79.488 -91.397 11.909

1-3 0.274 0.301 -8.108 8.409

1-2 1.129 -112.387 -123.099 10.712

I1
-0.41 – I2

+0.04 · · · I3
-0.63 2-3 0.719 -73.745 -69.966 -3.779

1-3 0.192 7.315 -5.485 12.801

1-2 0.879 -84.009 -87.520 3.512

[I1
-0.51 – I2

+0.02 – I3
-0.51] 2-3 0.879 -84.689 -87.474 2.785

1-3 0.209 7.356 -5.846 13.202
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Table 2: Atomic charges (a.u.), delocalisation indices (DI), exchange-correlation, classical and total interaction

energies (kcal mol−1) for the in vacuo diatomic molecules X1 –Y2. Negative charges are coloured in red, positive

in blue and those close to zero in green.

Diatomic molecule DI Eint Exc Eclass

Cl0.00 –Cl0.00 1.440 -170.066 -199.990 29.923

Cl-0.14 –Br+0.14 1.407 -164.855 -181.860 17.006

Cl-0.33 – I+0.33 1.323 -178.780 -155.429 -23.351

Br0.00 –Br0.00 1.415 -148.233 -172.478 24.245

Br-0.20 – I+0.20 1.367 -146.100 -151.289 5.188

I0.00 – I0.00 1.395 -125.317 -144.553 19.236
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A most remarkable feature found in both the trihalides and the halogen-bonded moieties

is the considerable value of the charge difference in the edge atoms ∆Q(X3) ∼ −∆Q(X1),

measured from the isolated X1 –Y2 reference. This can be näıvely interpreted as a direct charge

transfer from the attacking halide X3 to the farthermost halogen atom X1. In the symmetric

trihalide systems, the central Y2 atom is almost neutral if X=Y, and carries a positive or

negative charge, consistent with the difference of electronegativity between X and Y, otherwise.

In any case, the anionic character of all the molecules is heavily carried by the external X atoms.

Interestingly, this large density polarisations are also found in the asymmetric X1 –Y2 · · ·X3
–

systems that we use to model halogen bonds, albeit the attacking X3
– now retains a larger

part of the anionic negative charge. Despite the distance between Y2 and X3, that we will call

d23, is longer than d12 in the X1 –Y2 · · ·X3
– systems mimicking halogen bonding (see Table

S1), the central charge is pretty similar for Y2 in both [X1 –Y2 –X3]– and X1 –Y2 · · ·X3
– . More

interestingly, this central charge resembles to a large extent that found in the corresponding

isolated diatomic molecule. This shows very neatly that this edge to edge polarisation is rather

general and that the central atom plays an spectator role as far as electrostatics is concerned.

We will consider more deeply this issue in the next section.

Contrary to the common assumption that the covalent or exchange-correlation contribution

is not very relevant in comparison with its electrostatic counterpart in σ-hole interactions,

IQA shows that such an energy component is of great importance in all the cases studied.

This is in line with previous assessment of the role of both type of interactions in other σ-hole

instances.32,36–44 A close inspection of the pair interaction energies and their components reveals

that the 2-3 pairs are many times destabilised by the electrostatic term and that, even when

those energies are stabilising, the non-classical ones always dominate. The closer the third

X3 atom is to Y2, the more attractive the X3 –Y2 interactions become, but at the expense of

increasing the repulsive character of the Coulomb interactions while the xc term becomes even

more dominant. It shall be seen in following sections that the grouped attractive interaction

of fragment 1-2 with atom 3 is explained only by the Exc component in almost all the cases

studied, whilst the group Eclass terms are destabilising.

Paying attention to the relation between the electrostatic interaction and the monopole

QAQB/RAB contribution, our results show that, in general, oppositely charged basins lead to

stabilising electrostatics, although multipolar terms often modify this initial assumption. For

example, the first two chlorine atoms of Cl–Cl · · ·Cl– present an Eclass of ∼+21 kcal mol−1
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although the involved atoms carry opposite-sign net charges. Multipolar contributions are only

dominant when one of the two species displays small net charges.

It is also relevant to consider how the X1 –Y2 pair becomes modified when passing from the

isolated diatomic to the X1 –Y2 · · ·X3
– systems, since the distance between the first two atoms

remains fixed in this process. It is clear that, in general, Eint(X1,Y2) becomes less favourable

as the X3 atom approaches. The smallest destabilisations in Eint are found for systems with

X=Cl and Y=I, ranging from 4.3 (Cl– I · · ·Cl– ) to 12.9 kcal mol−1 (I – I · · · I– ); the largest

ones in the opposite X=I and Y=Cl situations, the I-Cl interaction in I–Cl · · · I– being that

which is mostly destabilised (by 31.1 kcal mol−1). Concerning its components, |Exc(X1Y2)|

decreases upon interaction, an easy to interpret result since the central Y2 atom now shares its

valence electrons among two, and not one species. In most cases, the xc destabilisation is larger

than that found in the total Eint. On the other hand, Eclass(X1,Y2) shows a richer behaviour.

In some cases the electrostatic interaction weakens, but in others it strengthens substantially.

This is in accordance with the charge transfer that the diatomic molecule undergoes upon

complex formation. For instance, in Cl-Br, Q(Cl) = −0.14e. When moving to the complexes,

in Cl–Br · · ·Cl– bromine maintains roughly the same charge, while chlorine gains about 0.46

e and, accordingly, their mutual classical energy stabilises by about 20 kcal mol−1. Contrarily,

in Br–Cl · · ·Br– , bromine bears a charge of -0.45 e, but, at the same time, chlorine gains 0.10

extra electrons, giving rise to a electrostatic destabilisation of 6.6 kcal mol−1. Similar trends

are found for the rest of the X1 –Y2 · · ·X3
– systems.

As d23 is considerably smaller in the trihalides, their associated Exc (and so Eint) values

are rather larger than those present in the asymmetric complexes. The most stabilising Eclass

is found in Cl– I · · ·Cl– , where the more compact and polarisant Cl– ion interacts with the

diffuse, polarisable I atom. The same behaviour is found in Br, although in a less pronounced

fashion. Since the interaction of Y with both X is symmetric, and so are distances d12 and

d23, the X1 –Y2 bond is highly weakened, with an Eint destabilisation ranging from 41.1 to 98.8

kcal mol−1. The major source of destabilisation is again Exc, in accordance with the loss in

electron sharing (57.0-92.8 kcal mol−1), while Eclass turns out again to be the most interesting

contribution to the 1-2 pair interaction energy. For all systems but [I –Cl– I]– and [I–Br– I]–

the electrostatic interaction energy of pairs 1-2 stabilises from 6.7 (in [Br–Cl–Br]– ) to 27.5 kcal

mol−1 (in [Cl–Cl–Cl]– ). [I –Cl– I]– and [I–Br– I]– , by contrast, show an Eclass destabilisation

of 6.8 and 35.4 kcal mol−1 respectively. This is as a result of the large multipolar distortions
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suffered by the iodine atoms.

All the previous findings concerning the charge distribution and the high relative importance

of the xc energy in the systems here studied are in line with the Pimentel-Rundle model,84,85. In

real space, the effects of the 3c-4e bond translates into anomalously high delocalisation indices

between the edge atoms,86 and it also predicts net charges equal to −0.5 e for the external atoms.

All this is in very good agreement with what we have obtained in the [X1 –Y2 –X3]– species

as shown in Fig. 1. More interestingly, these insights remain valid with slight modifications in

the X1 –Y2 · · ·X3
– complexes. The incipient formation of a 3c-4e-like interactions in halogen

bonds is thus a possibility that should be further studied with standard orbital techniques. For

instance, Oliveira et al. used relative stretching force constants in this regard.87 The presence

of such a bond type justifies the real space image and strengthens the importance of quantum

mechanical contributions on top of the dominant electrostatic point of view.

4.3. Charge transfer along Y2 –X3
– stretching

One of the most striking features highlighted in the previous section is the large charge trans-

fer following the approach of the X3
– anion. It leads to the farthermost X1 atom concentrating

the charge excess while the central atom Y2 maintaining a quite similar charge to that it car-

ries in the isolated diatomic molecule. In order to assess whether this observation is the result

of a concerted charge transfer mechanism in which the central atom is not directly affected,

or one with several steps in which CT and polarisation are decoupled, several scans over the

Y2 –X3 distance were performed for the systems Cl–Cl · · ·Cl– , Cl–Br · · ·Cl– , Cl– I · · ·Cl–

and Br–Br · · ·Br– . Figure 2 depicts the evolution of the atomic charge for each atom in the

Cl–Br · · ·Cl– complex (the rest of the selected systems and the CCSD reference calculations

can be found in Table S4).

In the distance range sampled, it is rather clear that the charge of the central atom does

not change appreciably while, on the contrary, the external atoms display mirror evolutions.

Similar results are found for the rest of the systems considered. This experiment demonstrates

that the X3
– to X1 –Y2 charge transfer is in this region a one-step process, which cannot be

easily explained without the assistance of orbital interactions. Whether this is a particular

feature of halide attacks or a general property of halogen bonds remains a very important point

to be investigated. If these results are found to be general, the full halogen bonding electrostatic

model will have to be reconsidered. It is interesting to note that the evolution of Q(X3) with
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Figure 2: Atomic charges (in a.u.) as a function of the Br · · ·Cl distance.

distance is convex in the case of Y=Cl but that it changes to concave when more bulky atoms

become involved. Thus, for Y=Br the trend is quasi-linear (such as the case depicted in Fig. 2),

and clearly concave between external Cl and central I (also more charged terminal Cl). Such

a behaviour reveals the rate at which the charge transfer takes place, that results more rapid

when more accessible (i.e., compact) atoms occupy the central position.

4.4. IQA formation energies

The formation energies (Eform) that provide the stabilisation energy of the trihalide or

asymmetric complexes from the isolated diatomics and halide ions can also be partitioned within

the IQA approach. Eform thus becomes a sum of the deformation energy of the fragments

Edef —the energetic cost needed to prepare the fragment from its in vacuum energy to the

geometric and electronic state found within the complex— and the interaction energy between

the two fragments. Additionally, an IQA equivalent of Pauli repulsion in weakly interacting

systems can be built by adding the fragments total deformation to their mutual exchange-

correlation energy. This is usually known as the exchange-correlation repulsion term, XCR =

Edef (X1 − Y2) + Edef (X3) + Exc(X1 − Y2,X3). This IQA fragment partition can be found in

Table 3.

The set of formation energies provided by IQA (EIQA
form) are very close to the ones calculated

from the G09 package (Eform in Table S1), although subject to a certain numerical error. Notice
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Table 3: IQA formation energies obtained from the balance between the deformation of fragments X1 –Y2 and

X3, and their mutual interaction, together with their exchange-correlation repulsion terms XCR. All data in kcal

mol−1.

Complex EIQA
form Edef (X1 –Y2/X3) Eint Exc Eclass XCR

Cl–Cl · · ·Cl– -21.608 14.178 / 24.131 -59.917 -66.057 6.140 -27.748

[Cl–Cl–Cl]– -28.764 14.287 / 53.591 -96.641 -114.815 18.174 -46.937

Cl–Br · · ·Cl– -32.643 14.100 / 32.354 -79.097 -82.408 3.311 -35.954

[Cl–Br–Cl]– -39.277 11.384 / 49.755 -100.416 -110.785 10.369 -49.646

Cl–I · · ·Cl– -35.470 21.592 / 33.268 -90.330 -79.889 -10.440 -25.030

[Cl–I–Cl]– -40.276 21.018 / 43.837 -105.130 -97.342 -7.788 -32.488

Br–Cl · · ·Br– -22.142 10.669 / 25.985 -58.795 -70.747 11.952 -34.094

[Br–Cl–Br]– -29.010 6.754 / 54.959 -90.723 -111.711 20.988 -46.998

Br–Br · · ·Br– -32.530 9.778 / 33.739 -76.047 -87.467 11.421 -43.951

[Br–Br–Br]– -36.768 4.658 / 49.676 -91.102 -109.836 18.734 -55.502

Br–I · · ·Br– -29.772 14.066 / 31.566 -75.405 -75.992 0.588 -30.360

[Br–I–Br]– -35.384 10.219 / 44.020 -89.623 -95.168 5.545 -40.929

I–Cl · · · I– -16.528 3.934 / 26.530 -46.993 -61.051 14.058 -30.587

[I–Cl–I]– -21.562 -0.093 / 61.931 -83.401 -101.596 18.195 -39.758

I–Br · · · I– -23.592 4.283 / 32.005 -59.880 -73.617 13.737 -37.329

[I–Br–I]– -26.751 -2.072 / 54.507 -79.187 -99.505 20.318 -47.069

I–I · · · I– -27.159 7.186 / 32.084 -66.430 -75.452 9.022 -36.181

[I– I–I]– -29.709 1.892 / 45.732 -77.333 -93.320 15.988 -45.696

that our IQA deformations do not include properly relativistic effects, although this does not

affect the Eint values reported.

The Edef values of the attacking anions are considerably bigger than those of the diatomic

fragment. This can be explained by the larger number of relaxation channels (or degrees of

freedom) of the latter. Interestingly, the Edef ’s of [I –Cl– I]– and [I–Br– I]– systems are negative,

a fact related with the energy stabilisation of any fragment that gains electrons. After all,

halogens have high electron affinities. Notice how the deformation of the X1 –Y2 group decreases

as we go down the table. Iodine containing systems display very small Edef ’s. As the halide
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approaches to the halogen diatomic, two energetically opposed factors balance the deformation

in the X1 –Y2 system: an increasing electronic cost and an also increasing electron affinity-driven

charge transfer stabilisation. This two factors operate in unison in the halide deformation, since

it gets depopulated as well as electronically deformed.

Turning to the electrostatic part of the interaction between the two fragments, Eclass is seen

to correlate with Eform. Indeed, the asymmetric complexes X1 –Y2 · · ·X3
– , that experience

smaller deformations and lower classical interaction energies, present slightly destabilising or

even stabilising Eclass values depending on the polarisant-polarisable character of the central

and σ-hole featuring atom and the attacking halide. Such behaviour is generally consistent

with lower formation energies, and points out the relevance of electrostatics in describing these

XB systems. In fact, as pointed out by Clark et al.,88,89 the ESP calculated at specific points

is shown to correlate well with Eform. Nevertheless, as can be appreciated from Table 3, the

complex formation cannot be explained in terms of electrostatics only; by contrast, it is the

non-classical Exc the component that accounts for most of the total Eint as it is in all cases

negative and represents a stronger interaction between fragments X1 –Y2 and X3
– .

These findings contrast with those obtained with EDA by Wolters and Bickelhaupt,48 who

reported stabilising electrostatic energies for all the trihalides here considered. This is what is

normally expected from the use of interpenetrating electron densities. In EDA or SAPT, when

the density of a fragment spreads over a region close to the nuclei of the other fragment, a

large stabilising contribution appears which is absent in exhaustive spatial partitionings. In our

opinion, large EDA electrostatic stabilisations simply signal the inadequacy of the interpene-

trating model, for an electron close to the nucleus of another fragment should be associated to

the latter and not to the former. Otherwise, the trends in the evolution of the different EDA

contributions run roughly parallel to our IQA results.

The last energy descriptor reported here accounts for the Pauli repulsion at long range

regime.90 The fact that XCR is negative in all the cases explored is a very strong indicator

of the non-perturbative regime of these interactions and of the fundamental role played by or-

bital interactions, in standard molecular orbital parlance, or covalency or exchange-correlation

effects in real space language. Negative XCRs imply that exchange-correlation overcomes de-

formation, signalling the importance of electron delocalisation overcoming Pauli repulsion. We

observe, once and again, that these simple XB models cannot be understood fully in terms of

electrostatics.
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4.5. Other topological descriptors: The Laplacian of ρ and the electrostatic potential

Table 4: Electrostatic potential on the 0.05 a.u. isosurface of ρ (left) and Laplacian of the electron density on a

molecular plane (right) for Cl–Br · · ·Cl, [Cl–Br–Cl]– , [Br– I · · ·Br– ] and [Br– I–Br]– . A red to blue palette

has been used ranging from -0.22 to +0.22 a.u. for the ESP and from 1.00 to +1.00 a.u. in the case of the

Laplacian.

System ESP on ρ = 0.05 ∇2ρ on a plane

Cl–Br · · ·Cl–

[Cl–Br–Cl]–

Br–I · · ·Br–

[Br–I–Br]–

In order to complete the above quantitative energetic analysis, we now turn to the usual

qualitative insights that can be obtained from inspecting both the electrostatic potential (ESP)

and the Laplacian of the electron density, ∇2ρ(r). The complete set of representations can

be found inn the SI (Tables S5-S9). Here, we show two representative X1 –Y2 –X3
– systems:

Cl–Br–Cl– and Br– I–Br– . Table 4 presents the ESP mapped onto a ρ(r) = 0.05 a.u. iso-

surface, along with 2D Laplacian maps using solid lines for positive values and dashed lines for

negative ones.

σ-holes are clearly present as blueish ESP regions along the bonding direction. A very clear

evolution from the more polarising Cl atom to the more polarisable I moiety is clearly seen.

The Laplacian counts the correct number of shells only for chlorine, but can be clearly used

to unveil the σ-holes in all cases: unprotected, depletion regions, together with torus-like lone

pair accumulation regions, are notorious along the molecular axis in the central atoms. Tables
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S5-S9 show that the iodine lone pairs can even be discerned as the red, less positive regions

of ∇2ρ when of the anions and the diatomic species are depicted, disclose the characteristic

clear directionality in the σ-holes. For instance, in the case of the compact chlorine atoms, a

flattening of the external negative Laplacian regions is visible when close to another polarising

entity. Conversely, when chlorine occupies the external positions (i.e., X=Cl) the outermost

concentration distorts towards the central atom (e.g., Cl–Br · · ·Cl– ).

We will not proceed further. Using the ESP and ∇2ρ(r) (or the ELF) has become main-

stream and needs no more consideration. Both can be used to sense and detect σ-holes. However

we should not forget that the information they provide is qualitative in nature. For example, (i)

the most positive ESP is found for I atoms, independently of whether they occupy the central

position or not, and (ii) the Laplacian detects different shells for different atoms, so that quan-

tification becomes very difficult with it. Moreover, we insist that standard ESP representations

do not account for the whole charge distribution and that their bare use might be misleading.

As an example, the most intense σ-holes as sensed from the ESP are actually those of iodine

that give rise to the lowest interatomic Eclass values (see Table 1). However, when I occupies the

edge position (Table S7) and thus it becomes the attacking halide for complexes X1 –Y2 · · ·X3,

its electrostatic energies with central and more electronegative Cl and Br atoms are highly

destabilising. This is another example of the incomplete picture that the ESP provides.
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5. Conclusions

We examine in this work a minimal model of halogen bond (XB) interactions in an attempt

to understand their nature beyond the σ-holes electrostatic picture under an orbital-invariant

perspective. To that end, we have investigated a set of negatively charged halogen triatomic

species built with different combinations of Cl, Br and I. Given the controversial character of

halogen bonding with F containing species, fluorine has not been considered. For all possible

Cl, Br, I combinations, two linear geometries have been selected: the trihalide optimised one

together with another that mimics an XB. The latter is obtained by constraining the interatomic

distance of two of the atoms at their experimental gas-phase value while a halide anion attacks

the constrained diatomic. We have used the interacting quantum atoms (IQA) approach to

dissect the energetics of the systems, complementing it with other traditional descriptors like

electrostatic potential (ESP) or electron density Laplacian maps.

Both the ESP and the Laplacian analyses reveal the traditional signature of σ-holes: positive

regions of the ESP when mapped onto an isodensity or van der Waals surface, and charge

depletion areas of the Laplacian field. A neat distinction between different atoms also emerges.

Chlorine preserves its atomic shell structure to a large extent, while bromine and iodine are

largely deformed according to their more polarisable nature. Similarly, the more polarisant-

polarisable difference in the atomic pair that interacts, the clearer the σ-hole develops.

The QTAIM’s charges assigned to each atom within the anionic species unveil a profound

density polarisation and concomitant charge transfer, that in light of a Y2 –X3 distance scan

takes place gradually with participation of just the charge donor and its farthermost partner,

while the central atom remains a spectator. These findings support the assumption that these

systems present 3c-4e bonds, which spread the anionic charge over the X1X2 terminal atoms,

that present anomalously large delocalisation indexes.

The electrostatic σ-hole model is shown to be useful as a qualitative tool but far from

the real energetics of the complexes. Indeed, the presence of such a positive region in the

ESP does not necessarily imply global favourable electrostatics between the interacting species,

that account for the whole charge distribution, and such a simple interpretation may become

misleading. Thus, we have shown that in all but those cases where the XB involves a very

polarisant-polarisable interacting pair the full electrostatic interaction between the halide and

the remaining diatomic is destabilising. This contrasts other energy decomposition analyses
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characterised by interpenetrating densities, which tend to provide stabilising electrostatic con-

tributions due to the non-physical overlap of the densities of the two fragments.

Taking into account the non-negligible deformation energies suffered by both entities, it is

the covalent (exchange-correlation) interaction that justifies the overall stability of the com-

plexes. This is in line with what prior studies had suggested in other systems of interest. By

reducing the complexity of the systems here studied to an absolute minimum, we believe to

have shown convincingly that electrostatics alone is not enough to understand the stability of

halogen bonded systems. Together with the evolution of charge transfer, the essential role of

electron delocalisation, i.e., of orbital interactions, is thus highlighted.
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Fernando Jiménez-Grávalos https://orcid.org/0000-0002-9181-5234

Miguel Gallegos https://orcid.org/0000-0001-7472-8158
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