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Abstract Algal atypical proliferation is a consequence of water fertilization (also called 

eutrophication) and a worldwide environmental concern since water quality and its uses 

are seriously compromised. Prevention is the most effective measure given that once the 

algal proliferation starts, it is too difficult and costly to stop the process. This article 

presents a nonparametric machine learning algorithm that combines the gradient 

boosted regression tree (GBRT) model and an improved differential evolution algorithm 

(L-SHADE) for better understanding and control of the algal abnormal proliferation 

(usually estimated from Chlorophyll-a and Total Phosphorus concentrations) from 

physico-chemical and biological variable values obtained in a northern Spain reservoir. 

This L-SHADE technique involves the optimization of the GBRT hyperparameters 

during the training process. Apart from successfully estimating algal atypical growth 

(coefficients of determination equal to 0.91 and 0.93 for Chlorophyll-a and Total 

Phosphorus concentrations were obtained, respectively), this hybrid model allows here 

to establish the ranking of each independent biological and physico-chemical variable 

according to its importance in the algal enhanced growth. 

 

                                                           
Corresponding author. Tel.: +34-985103417; fax: +34-985103354. 

E-mail address: lato@orion.ciencias.uniovi.es (P.J. García Nieto). 

mailto:lato@orion.ciencias.uniovi.es


2 

 

Keywords Gradient boosted regression tree (GBRT); Differential evolution (DE); Algal 

abnormal productivity in reservoirs; Regression analysis  

 

1 Introduction 

Algal atypical growth, a primary symptom of eutrophication, continues to be a 

worldwide environmental problem due to the harmful consequences for the water 

quality and its uses [1–5]. Although, this is a natural process, it can be greatly 

accelerated by anthropogenically nutrient loadings, especially nitrogen and phosphorus, 

the most critical factors restricting algal growth [2,4] – phosphorus if the waterbody is a 

lake or reservoir [3]–.Both natural and artificial water fertilization, that is, excess of 

nitrogen and phosphorus, usually causes opacity, dissolved oxygen (DO hereinafter) 

depletion, toxic blooms, eutrophication and loss of biodiversity [6–9]. 

   

Since the algal blooms (more precisely, algal and cyanobacterial, i.e. phytoplankton 

blooms) contain Chlorophyll-a (Chl-a) as the main photosynthetic pigment, is normally 

used for tracking algae growth [10] and consequently, a good indicator of water 

eutrophication. Therefore, the eutrophication indicators, Total Phosphorus (Total P), 

Total Nitrogen (Total N) and Chl-a (directly related to algal, or phytoplankton, 

quantity), are routinely monitored to characterize the trophic status on water bodies 

[3,11]. Many of them constitute the basis of the classic approach for classifying the 

trophic status [12], that is considered in the Water Framework Directive (WFD) 

implementation [13,14]. However, biovolume calculations are needed to achieve a more 

reliable evaluation of this complex problem [15]. Other environmental factors, such as 

water temperature, pH, dissolved oxygen (DO), Secchi depth, ammonium, nitrogen, 
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etc., can also have a significant influence on the enhanced algal growth [16]. Therefore, 

quantitative relationships among a variety of environmental factors and eutrophic 

indicators are highly desirable to develop strategies to prevent algae blooms. 

 

A dataset consisting of ecological indicators and water condition parameters are 

required to classify eutrophic condition. These data are usually obtained from the data 

gathered according to a monitoring program [17].  

 

As stated previously, algal atypical growth is a significant environmental issue in water 

bodies. In reservoirs such as La Barca (see Figs. 1(a) and 1(b)), located in the center-

west of Asturias and built for hydroelectric applications but also used for recreational 

activities, their characteristics make them sensitive to ecosystem threats and thus, the 

problem can be very serious, Among them, eutrophication is the riskiest one due to the 

DO consumption and its far-reaching consequences [18], where the harmful or toxic 

algal blooms occur together with the present scenarios of climate change [7,19,20]. 

 

Fig. 1 (a) La Barca reservoir, aerial photograph; and (b) another aerial photograph at a 

larger scale 

 

Therefore, it is essential to predict the eutrophication and, in turn, to provide advance 

information for water quality management and facilitate public health risk assessment. 

Several studies have recently been conducted on water quality prediction models 

[21,22]. Physical-based water quality modeling approaches are capable of simulating 

the internal physical processes of the aquatic system, but require extensive information 
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that is not easily accessible [23]. Moreover, many physical-based water quality models 

are time-consuming [24].  

 

In this work, we have built a gradient boosted regression tree model (GBRT) [25–29] 

combined with variants of the evolutionary optimization method known as Differential 

Evolution (DE) [30–33] to predict phytoplankton atypical growth in La Barca reservoir. 

This novel hybrid model could be an interesting approach since, at the knowledge of the 

authors, has not been yet addressed in previous investigations to foretell eutrophication 

in water bodies (reservoirs and lakes). Gradient boosting is a machine learning 

technique for regression and classification problems, which produces a prediction model 

in the form of an ensemble of weak prediction models, typically decision trees (GBRT 

models). 

 

GBRTs have been previously used with efficacy to predict biological and physico-

chemical output variables in diverse environmental problems such as wind variables 

forecasting [34]; solar power generation prediction [35], waste estimation in the short 

term [36] and so on. 

  

Additionally, the differential evolution (DE) technique was used to optimize GBRT 

hyperparameters in the training stage. Differential evolution (DE) is a metaheuristic 

evolutionary global method, derived from genetic algorithms (GA), intrinsically capable 

of solving multidimensional optimization problems involving continuous variables [30–

33]. Previous researches show that GBRT is an effective tool in many fields such as 

bioinformatics, biomedicine, atmospheric environment and civil engineering [37–40].  
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In conclusion, a hybrid DE optimized GBRT (DE/GBRT) model [41–43] was applied to 

estimate the eutrophication from the biological and physico-chemical input variables in 

La Barca reservoir. 

 

2 Materials and methods 

2.1 Experimental dataset 

The data used were obtained from 243 samples containing quantitative information 

about the phytoplankton abundance gathered over 16 years (from 2001 to 2016). 

Specifically, the samples were taken at least once a month beginning on January 16th, 

2001 and ending on December 20th, 2016, following the sampling protocols of the 

Spanish Ministry of Agriculture, Food and Environment for lakes and reservoirs. These 

protocols were devised in accordance with those established by the European Union 

[44–46]. The reservoir deepest point was determined using a depth gauge [47] and the 

samples were taken at this spot with a Niskin hydrographic bottle. The Niskin bottle is 

an evolution of the Nansen bottle where both ends are open, being it more similar to a 

tube than to a bottle. A cap is provided for each end and it can be closed, once it is filled 

with the reservoir water, with an elastic rope (see Fig. 2(a)). Secchi depth was obtained 

by lowering a patterned Secchi disk (see Fig. 2(b)) into the water, until the pattern is no 

longer visible due to the water turbidity. The Secchi depth limits the euphotic zone, that 

is, the zone where photosynthesis takes place because it is reached by enough sunlight. 

Five homogenous subsamples are gathered at different equidistant depths in the 

euphotic zone [48,49] and the Chl-a and phytoplankton concentrations are obtained 

composing the values from these samples. The experimental data gathered in this study 

were the usual physico–chemical variables used in limnological works [3,48,50]. 
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 Fig. 2 (a) A Niskin bottle; and (b) examples of Secchi disks 

 

The aim of this work was to establish a way to estimate the algal (phytoplankton) 

abnormal productivity indicators from values of easy to measure variables. The output 

variables chosen were Chl-a and phosphorous concentrations –measured in µg/L and 

mg P/L, respectively– because of their relationship with algal abnormal productivity. 

 

The Chl-a biomolecule is very important because it is directly related to photosynthesis 

and, consequently, directly linked to phytoplankton abundance [51]. 

 

Total P is the sum of every phosphorus forms (condensed phosphates, organically 

bound phosphates and orthophosphates) in both suspended and dissolved water 

fractions. The quantity of phosphorus in reservoirs depends on both domestic and 

industrial discharges, as well as, on agriculture fertilizers run-off and it is a limiting 

factor in biological productivity in reservoirs. 

 

There are two kinds of predictor variables: 

 Biological (all of them referred to phytoplankton composition): 

 Cyanobacteria concentration (mm3/L): they are blue-green algae usually 

categorized as bacteria nowadays (see Fig. 3(a)). 
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 Diatoms concentration (mm3/L): is one of the more prevalent kinds of 

phytoplankton and is an algae group (see Fig. 3(b)). 

 Euglenophytes concentration (mm3/L): All of them can photosynthesize and thus 

they are autotrophic organisms, that is, like plants, they produce their own food 

(see Fig. 3 (c)). 

 Dinoflagellates concentration (mm3/L): they belong to the phytoplankton, are 

unicellular and can be classified as protist (see Fig. 3(d)). 

 Chrysophytes concentration (mm3/L): they are mostly photosynthetic, 

heterotrophic types can be found (see Fig. 3(e)).  

 Chlorophytes concentration (mm3/L): they are part of the green algae with both 

pluricellular and unicellular species (see Fig. 3(f)).  

 Cryptophytes concentration (mm3/L): they are single microscopic cells with a 

flagellum (see Fig. 3(g)). 

 

Fig. 3 La Barca reservoir biological variables: (a) Cyanobacteria; (b) Diatoms; (c) 

Euglenophytes; (d) Dinophlagella; (e) Chrysophytes; (f) Clorophytes; and (g) 

Chryptophytes concentrations 

 

 Physico –chemical: 

 Water temperature (ºC): is the water body temperature. 



8 

 

 Turbidity (NTU): is a measure the water opaqueness due to suspended solids. 

The origin of the suspended particles is mainly anthropogenic [52,53] and it is 

closely related to algal abnormal growth.  

 Secchi depth (m). It is a measure of light penetration applied for the estimation 

of algae concentrations in water bodies. Therefore, it is related to DO 

concentration. It is also used, together with other parameters as phosphorus, 

nitrogen, chlorophyll, etc., to assess the trophic condition of a water body. 

 Nitrate concentration (mg NO3
−/L): the nitrogen form in water used by plants to 

grow. In large quantities can cause, together with high phosphate concentrations, 

eutrophication processes, strongly linked to cyanobacteria blooms and their 

toxic metabolites, the cyanotoxins 

 Ammonium concentration (mg/L): comes from animal excretion and in 

oxidizing environments, it can be transformed to nitrate. 

 DO concentration (mg O2/L): oxygen mass dissolved in water. It is essential for 

the existence of most ecosystems in water. Algal blooms produce much oxygen 

during the day, but they also can cause its lowering at night or when they die and 

decompose. 

 Conductivity (S/cm): directly connected with salt concentration in water, that 

affects phytoplankton concentration and composition [3], it measures the 

capacity to conduct electricity. 
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 pH: it is the concentration of hydrogen ions (H+) given by its logarithm in base 

ten. It expresses the acidity of a water solution which affects biological and 

chemical processes and it is an indicator of eutrophication process.  

This work constructs a hybrid eutrophication machine learning model for La Barca 

reservoir from experimental dataset: gradient boosted regression tree with DE parameter 

optimization (DE/GBRT). 

 

2.2 Computational procedure 

2.2.1 Gradient boosting regression tree (GBRT) 

Gradient boosting is a machine learning method used for classification and regression 

that constructs a model from a set of weak models or learners, that are, usually, decision 

trees. It builds the model by stages, as is typical for boosting methods, and obtains a 

single strong ensemble model optimizing a differentiable loss function [25–29,54,55]. 

 

Let us explain it as a least-squares regression method, where the aim is to teach a 

model F to predict the values  ŷ F x , minimizing the mean squared error  
2

ŷ y , 

being y the true values from the training set. 

 

At each stage1 m M  of gradient boosting, a weak model 
mF  is constructed to 

estimate the training set average value of y . This model is improved building a model 

     1m mF x F x h x   . To find h , the gradient boosting method takes into account 

that, to have a perfect h  [25–29,54,55]:  
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     1m mF x F x h x y     (1) 

that is, 

  

   mh x y F x   (2) 

Thus, gradient boosting will perform the fitting of h to the residual  my F x . In each 

stage,
1mF 
is constructed as a correction of its predecessor

mF . We can generalize this 

explanation to other loss functions different from Squared Error, taking into account 

that residuals  y F x are the negative gradients of the loss function   
21

2
y F x .  

 

Let us call y the dependent variable and x the set of independent variables. The 

objective is to find an estimate  F̂ x of the function  *F x that minimizes the value of 

some loss function   ,L y F x  using a training set       1 1 2 2, , , ,..., ,n nx y x y x y  of 

already known values of x and their corresponding values of y [25–29,56–59]: 

  ,
ˆ arg min E ,x y

F

F L y F x     (3) 

The gradient boosting method approximates y with a weighted sum of 

functions  ih x from some class H , called weak learners: 
 

   
1

const
M

i i

i

F x h x


   
(4) 

 

Using the principle of empirical risk minimization, an approximation  F̂ x , that 

makes minimum the mean value for the loss function evaluated for the training 
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values, is searched. The initial model is a constant function  0F x , and step by step 

it expands its value  in a greedy way [25,58,59]: 

   0

1

arg min ,
n

i

i

F x L y





   (5) 

        1 1

1

arg min ,
n

m m i m i i
h H i

F x F x L y F x h x 
 

    (6) 

where h H is a weak learner function. But the search of an optimal h for a given 

loss function L  is not computationally feasible, a simplification is applied and a 

steepest descent method is used to solve this problem. For the continuous problem, 

H  is a collection of differentiable functions on , and the model is updated 

following the equations [25,58,59]: 

 

      
11 1

1

,
m

n

m m m F i m i

i

F x F x L y F x
 



    (7) 

 
  

 
1

1

1 1

,
arg min ,

n
i m i

m i m i

i m i

L y F x
L y F x

F x

 




 

 
  

  
  (8) 

where the derivatives are obtained with respect to the functions
iF for  1,2,...,i m . If 

we are treating a discrete case, where the set H is finite, the candidate function h that is 

closest to the gradient of L will be chosen and the coefficient   can then be calculated 

using line search in equations (7) and (8). This is a heuristic approach and will not give 

an exact solution to the problem, but only a good approximation. 

 

The generic gradient boosting method can be described in pseudocode [25,27,58,59]: 
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 Input: differentiable loss function   ,L y F x , training set   
1

,
n

i i i
x y


 and 

iteration number M. 

 Algorithm: 

1. Initialize model using a constant value: 

   0

1

arg min ,
n

i

i

F x L y





   

2. For 1 tom M : 

 Compute so-called pseudo-residuals: 

  
 

   1

,
for 1,...,

m

i i

im

i
F x F x

L y F x
r i n

F x


 
   

  

 

 Fit a weak learner  mh x to the pseudo-residuals using the training 

set   
1

,
n

i im i
x r


. 

 Calculate the multiplier
m  solving the one-dimensional optimization 

problem: 

    1

1

arg min ,
n

m i m i m i

i

L y F x h x


 



   

 Update the model: 

        1m m m mF x F x h x   

3. Output  MF x . 

 

Gradient boosting can be used with decision trees, in particular with CART trees, of a 

given fixed size as weak learners. For this particular situation, Friedman proposes a 

variation of the gradient boosting method that improves each weak learner quality of fit 

[25,27,58–60]. 

 

In the m-th step, a generic gradient boosting fits a decision tree  mh x  to the pseudo-

residuals. If the leaf number is
mJ , the input space is split into

mJ separated 

regions 1 ,...,
mm J mR R  and a constant value is obtaind for each region.  mh x  for input x is 

written as the sum [25–29,58–60]: 
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   
1

mJ

m jm jm

i

h x b I x R


   (9) 

where jmb is the constant value calculated for the region jmR . These coefficients jmb are 

multiplied by some value
m , calculated using line search that minimizes the loss 

function, and then the model is updated: 

          1 1

1

; arg min ,
n

m m m m m i m i m i

i

F x F x h x L y F x h x


   



     (10) 

Friedman proposed a modification of this algorithm that chooses a different optimal 

jm for each of the regions, instead of only one 
m for the whole tree. This modified 

algorithm is called TreeBoost. The model is updated according to [25–29,58,59]: 

        1 1

1

; arg min ,
m

i jm

J

m m jm jm jm i m i

i x R

F x F x I x R L y F x


   

 

       (11) 

where the size of trees, J, is the number of terminal nodes in trees and it is a parameter 

that can be adjusted for the training set. The level of variable interaction is controlled by 

it. If 2J  , there is no interaction. 3J   means that interactions between up to two 

variables can exists and so on.  

 

Typically, a value between 4 and 8 works well and the results are quite insensitive to J 

for these values. 2J   is usually not enough for many applications, and 10J  is often 

unnecessary. 
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Overfitting the training set can lead to a bad prediction ability of the model. The 

regularization techniques are intended to reduce this overfitting effect controlling the 

training process. 

 

There are different approaches to attain this aim that can be read in [25–29,58,59]. In 

particular, the technique used by the function xgboost is to include in the loss function 

the so called penalty function whose aim is to limit the overfitting:  

     L x E x x   (12) 

where E can be, for instance, the mean squared error, and   is the penalty function that 

controls the model complexity, aiding to avoid overfitting by means of increasing the 

value of the loss function when the complexity of the model grows, thus penalizing it. 

 

The GBRT method is greatly affected by its parameters [39,61], in particular: 

 Nrounds: is the maximum number of iterations performed by the algorithm. 

  : controls the learning rate, that is to say, scales the contribution of each tree 

by a factor when it is added to the current approximation. It is used to prevent 

overfitting by making the boosting process more conservative. Lower value for 

  implies larger value for Nrounds. 

  : is the minimum loss reduction required to perform another partition on a leaf 

node of the tree. As it grows, the algorithm is more conservative.  

 Minimum child weight: minimum sum of weight (hessian) required by a child. 

 Maximum   step: is a cap value over each tree weight estimation. 
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 Subsample ratio: is the ratio between the training and testing instances. 

Therefore, it is convenient to use some technique that adjusts these parameters. Usually, 

the traditional way of performing hyperparameter optimization has been grid search, or 

a parameter sweep, which is simply an exhaustive searching through a manually 

specified subset of the hyperparameter space of a learning algorithm. Indeed, grid 

search is a brute force method and, as such, almost any optimization method improves 

its efficiency. In this study, in order to avoid these problems associated with the grid 

search method, the differential evolution (DE) metaheuristic technique described below 

was used [30–33,41,42] with success. 

 

2.2.2 Differential evolution (DE) algorithm 

In evolutionary computation, differential evolution (DE) is a metaheuristic method that 

optimises a problem by iteratively trying to improve a candidate solution with regard to 

a given measure of quality. Furthermore, DE does not require for the optimized function 

to be differentiable. DE optimises a problem by maintaining a population of candidate 

solutions and creating new candidate solutions by combining existing ones according to 

its simple formulae, and then keeping whichever candidate solution has the best fitness 

on the optimization problem at hand [33]. 

 

The algorithm assumes that the variables of the problem to be optimised are encoded as 

a vector of real numbers. The length n of these vectors is equal to the number of 

variables of the problem, and the population is composed of NP vectors (number of 

parents). A vector
g

px is defined, where p is the index of the individual in the population 
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 1,...,p NP and g is the corresponding generation. Each vector is composed in turn 

by the variables of the problem ,

g

p mx , where m is the index of the variable in the 

individual  1,...,m n . It is assumed that the domain of the problem variables is 

constrained between minimum and maximum values min

mx and max

mx , respectively. 

Hence, DE technique is basically composed of four steps [30–33]: 

 Initialization; 

 Mutation; 

 Recombination; and 

 Selection. 

 

Initialization is performed at the beginning of the search, and the mutation-

recombination-selection steps are performed repeatedly, until a termination condition or 

stopping criterion is satisfied (number of generations, elapsed time, or quality of 

solution reached, etc.). 

 

Initialization 

The population is initialised (first generation) randomly, considering the minimum and 

maximum values of each variable: 

   1 min max min

, 0,1 for 1,..., and 1,...,p m m m mrand p NP m n     x x x x

 

(11) 

where  0,1rand is a random number in the range  0,1 . 

 

Mutation 
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The mutation is the construction of NP noisy random vectors, which are created from 

three individuals chosen at random, called target vectors
ax ,

bx and
cx . The noisy 

random vectors t

pn are obtained as follows: 

  for 1,...,g

p c a bF p NP    n x x x

 

(12) 

with p, a, b and c different from each other. F is a parameter that controls the mutation 

rate and is in the range  0, 2 . 

  

Recombination 

After obtaining the NP noisy random vectors, the recombination is performed in a 

random manner, comparing them with the original vectors g

px , obtaining the trial 

vectors g

mt as follows: 

 ,

,

,

if 0,1
for 1,..., and 1,...,

otherwise

g

p mg

p m g

p m

n rand GR
t p NP m n

x

  
   
    

(13) 

GR is a parameter that controls the recombination rate. Note that the comparison is 

carried out variable by variable so that the test vector will be a mixture of the noisy 

random vectors and original vectors. 

 

Selection 

Finally, the selection is made simply by comparing the test vectors with the original 

ones, so that the vector of the next generation will be the one that has the best value of 

the fitness function fit: 
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   1
if

otherwise

g g g

p p pg

p g

p

fit fit


  
  
  

t t x
x

x  

(14) 

 

Variants of the Differential Evolution algorithm 

Differential Evolution is not only a highly effective algorithm very adaptable to 

different optimization problems but it is also comparatively simple to implement. This 

has led to numerous variants that try to adapt to the problem that it is being tackled 

because there is not an algorithm that performs best for all problems. The approach in 

this article has been trying out and comparing different DE variants, choosing the one 

that performs better. Along with “vanilla” DE, we have tried: 

 JADE: Adaptive Differential Evolution with Optional External Archive [62]. 

 SaDE: Differential Evolution Algorithm with Strategy Adaptation for Global 

Numerical Optimization [63]. 

 SHADE: Success-History based Adaptive DE [64]. 

 L-SHADE: SHADE with linear population size reduction [65]. 

 iL-SHADE: Improved L-SHADE algorithm [66]. 

 JSO: Single objective real-parameter optimization. It is an improved version of 

iL-SHADE [67]. 

 MPEDE: Differential evolution with multi-population based ensemble of 

mutation strategies [68]. 

 

2.2.3 The goodness–of–fit 
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The physico-chemical and biological independent variables used in this work are shown 

in Tables 1 and 2, respectively [3,69]. Thus, the number of predictors in DE/GBRT 

model was 16. The estimated variables (Chl-a and Total P concentrations) units are 

g/L and mg P/L [69,70], respectively. 

 

Table 1 Biological independent variables in this work with their mean and standard 

deviation 

 

Table 2 Mean and standard deviation of the physico-chemical input values 

 

It is necessary to use some criterion to choose a model over others when predicting the 

output variables from the remaining variables. In this paper, the goodness–of–fit 

criterion is the coefficient of determination 2R [71,72]. It is a ratio that measures the 

relationship between the variation in the predicted variable explained by the model and 

the variability in the same variable through the dataset. If we term the observed 

values
it , and the respective model predicted value

iy , these variabilities can be 

measured with the following sums of squares [71,72]: 
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where t is the average value of the n observed samples: 





n

i

it
n

t
1

1
 

(16) 

Then, the coefficient of determination is: 
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(17) 

The coefficient of determination indicates how well the regression values approximate 

the actual values. The closer its value to one, the better. 

 

2.2.4 The hybrid DE/GBRT–based model 

Additionally, as previously mentioned, the GBRT technique success relies heavily on its 

hyperparameters such as the maximum number of iterations (Nrounds), learning rate, 

minimum loss reduction, minimum child weight, maximum step and subsample ratio. 

Different methods have been used to optimize the parameters [41,42,73,74]: random 

search, grid search, genetic algorithms, particle swarm optimization and so on. In this 

study, we have tried different variants of  DE algorithm and selected the best one for 

tuning the GBRT parameters using a hybrid DE/GBRT–based model to estimate the 

Chl-a and Total P concentrations from the other sixteen biological and physico-

chemical parameters (input variables). At this point, the flowchart of DE/GBRT 

method, where DE stands for a variant of Differential Evolution algorithm, used in this 

research work can be seen in Fig. 4. 

 

Fig. 4 Flowchart of the new hybrid DE/GBRT–based model (DE stands for a variant of 

Differential Evolution algorithm) 

 

Furthermore, the technique used here for computing the coefficient of determination 

 2R  was cross–validation [71,75]. Indeed, in order to assess the predictive capacity of 

the DE/GBRT–based model, a thorough 10-fold cross-validation algorithm was 
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implemented in this study [75]. To this end, the regression modeling has been 

performed with Extreme Gradient Boosting algorithm, using the Xgboost package 

[60,61] along with different DE techniques with the PyADE package [76], both in 

python. Table 3 shows the space search used in the DE method. 

  

Table 3 Search space for each of the GBRT parameters in the DE tuning process 

 

The GBRT parameters were optimized with the DE module. DE searches for the best 

GBRT parameters (maximum number of iterations, learning rate, minimum loss 

reduction, minimum child weight, maximum step and subsample ratio) for these data 

using the mean value of the coefficient of determination for the ten-fold cross-validation 

process. That is, this R2 is the objective function in this problem. The search space is 

six-dimensional, with one dimension per each parameter. 

 

We performed 20 runs for each pair optimization algorithm-objective function and 

obtained the corresponding 20 different R2. We studied the normality of the distribution 

of these R2 sets using the Shapiro-Wilk test and established what pairs of objective 

function-algorithm were best using parameters as the mean, the maximum or minimum 

value of each set of 20 R2. As the data is non-paired, we performed the Kruskal-Wallis 

test, using the corresponding statistical function from the scipy module of python, to 

ascertain that the results were significantly different: a p-value of 71.3 10  was 

obtained from the R2 values obtained for the Total P concentration model while a p-

value of 71.6 10 . As both p-values are smaller than the threshold p-value 0.05, it can 

be concluded that there is a significant difference between the performances of the 
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algorithms. Additionally, to provide more detail, the algorithms are compared pair-wise 

using the Mann-Whitney test to check that the results of two particular algorithms were 

significantly different from the statistical point of view. 

 

3 Results and discussion 

The convergence curves for the different DE variants for optimizing the parameters of 

the GBRT model for the prediction of the Chl-a and Total P concentrations are shown in 

Figs. 5(a) and 5(b), respectively. Our objective function is the ten-fold cross-validation 

coefficient of determination (R2) and we want to maximize it (the closer to one, the 

better) and thus, we have minimized 2R . We can see that in both cases the L-SHADE 

algorithm is the one that performs best. 

 

Fig. 5 Convergence curves for the different DE variants for optimizing the parameters 

of the GBRT model for the prediction of: (a) Chl-a concentration; and (b) Total P 

concentration. 

 

The parameters that characterize each set from the 20 runs of an algorithm are shown in 

Tables 4 and 5. In both Tables, the algorithms are ranked, mainly (but not only) by the 

mean value for the 20 runs. Mann-Whitney test results are also taken into account to 

rank the algorithms. Even though the ranking order is not the same, the best algorithm 

in both cases is L-SHADE. In the last column of Tables 4 and 5 appears the p-value 

from the Shapiro-Wilk test for normality. 
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Table 4 Mean, median, minimum, maximum and p-value of the Shapiro-Wilk test the 

20 coefficients of determination ( 2R ) obtained for each of the different hybrid models 

for the Chl-a using different parameter tuning optimization algorithms. The algorithms 

are ranked from worst to best. The best model is indicated in bold font 

 

Table 5 Mean, median, minimum, maximum and p-value of the Shapiro-Wilk test the 

20 coefficients of determination ( 2R ) obtained for each of the different hybrid models 

for the Phosphorus concentration using different parameter tuning optimization 

algorithms. The algorithms are ranked from worst to best. The best model is indicated in 

bold font 

 

For all the sets of 20 R2, the p-value is less than 0.05 which means that the distribution 

is not normal and thus an adequate test to ascertain if the results for each pair of 

algorithms are different enough is the Mann-Whitney rank test. The p-values obtained 

comparing two sets of R2 appear in Tables 6 and 7. 

 

Table 6 p-values of the Mann-Whitney rank test comparing the 20 coefficients of 

determination ( 2R ) obtained for each of the different hybrid models for the Chl-a using 

different parameter tuning optimization algorithms. The algorithms are ranked from 

worst to best 

 

Table 7 p-values of the Mann-Whitney rank test comparing the 20 coefficients of 

determination ( 2R ) obtained for each of the different hybrid models for the Phosphorus 
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concentration using different parameter tuning optimization algorithms. The algorithms 

are ranked from worst to best 

 

The algorithms are ranked from worst to best in Tables 4 to 7. The order is different 

when the objective function is different. That is, we have an objective function for the 

Chl-a model and another one for the Total P concentration. We can see that, in many 

cases, two algorithms overlap as the p-value from the Mann-Whitney test that compares 

the two algorithms is greater than 0.05. For example, in the case of Chl-a, the 

algorithms that perform worse are iL-SHADE and JSO, which are not very different as 

the p-value from the Mann-Whitney test obtained from the samples of the results of 

these two algorithms, 0.2930, is greater than 0.05. But JSO is slightly better because its 

mean, median and maximum values are higher. Also, JSO overlaps with DE, which is a 

little better. But in any case, DE is significantly better than iL-SHADE, as the p-value 

from the Mann-Whitney test that involves the two algorithms is equal to 0.03, less than 

0.05. The next in the ranking is SaDE, which is better than DE but does not differ 

significantly from it, as the p-value is 0.2. But it is significantly better than iL-SHADE 

and JSO. And so on. The algorithms that top the ranking are JADE and L-SHADE. 

Nevertheless, L-SHADE is slightly better in this case. Thus, we have chosen L-SHADE 

for the final model. On the other hand, in the case of the model for Total P 

concentrations, L-SHADE is the absolute winner, being the best and also differing 

significantly with all the other algorithms. 

 

Thus, we have used the L-SHADE algorithm that was the best in both cases and have 

picked the results for the best run obtaining an R2 of 0.91 for the Chl-a model and 0.93 

for the Total P concentration model. (see Table 8). 
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Table 8 Coefficients of determination ( 2R ) and correlation coefficients (r) for the 

hybrid L-SHADE/GBRT–based models fitted in this study for the Chl-a and Total P 

concentrations  

 

The optimal parameters for the best-fitted GBRT models found with the L-SHADE 

technique for the Chl-a and Total P concentrations, respectively, appear in Tables 9 and 

10. 

  

Table 9 Optimal hyperparameters of the best-fitted GBRT model for Chl-a 

concentration found with the L-SHADE technique 

 

Table 10 Optimal hyperparameters of the best-fitted GBRT model for Phosphorous 

concentration found with the L-SHADE technique 

 

The importance measures are relative and the addition of all the values for each criterion 

amounts to one. They are: 

 Gain: it is computed taking into account each variable contribution to each tree 

that appears in the model. 

 Cover: it is the relative number of observations of the variable in the model. 

 Frequency: it is the relative number of times an independent variable appears in 

the trees of the obtained model. 

The most significant one is the Gain and thus it has been used to construct the graph of 

the relative importance of the variables. 
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As an additional result of these calculations, the significance ranking of the biological 

and physico-chemical parameters (input variables), taking as dependent variables Chl-a 

and Total P concentrations (output variables) in this complex study, are shown in Tables 

11 and 12, and Figs. 6 and 7, respectively. 

 

Table 11 Relative importance of the variables in the optimal L-SHADE /GBRT model 

for the Chl-a concentration estimation using the criteria Gain, Cover and Frequency 

 

Table 12 Relative importance of the variables in the optimal L-SHADE /GBRT model 

for the Phosphorous concentration estimation using the criteria Gain, Cover and 

Frequency 

 

Fig. 6 Relative importance of the input operation variables to predict the Chl-a 

concentration. 

 

Fig. 7 Relative importance of the input operation variables to predict the Total P 

concentration. 

 

In La Barca reservoir, the Cyanobacteria concentration is, by far, the most significant 

variable to predict Chl-a concentration according to the GBRT model. Its contribution 

to Chl-a concentration in the model is about 60%. The reason for this high influence can 

be because as algal grow (phytoplankton biomass increases), Chl-a concentration raises 

and also cyanobacteria density (the most common side effect of the algal abnormal 

proliferation in freshwater ecosystems) and cyanobacteria only contain this form of 
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chlorophyll. Therefore, the phytoplankton enrichment in cyanobacteria contributes to a 

higher increase in Chl-a concentration. Cyanobacteria proliferation leads to water 

deterioration since this kind of phytoplankton can produce a range of potent toxins, the 

cyanotoxins [49,77–79], in freshwater ecosystems that causes serious environmental 

problems in lakes and reservoirs [9,47,49,80]. Therefore, the measure of cyanobacteria 

concentration seems to be a good estimation of both Chl-a concentration in La Barca 

reservoir and water toxicity caused by cyanotoxins. 

 

Markedly less important predictors seem to be Water Temperature and Turbidity (less 

than 9% contribution). Nevertheless, they are the second and the third variables, 

respectively, in the rank for Chl-a prediction. This is probably because Water 

Temperature is an important factor in the reproduction, frequency and distribution of 

phytoplankton and Turbidity is related to phytoplankton growth [53]. Water temperature 

was found to be the one of the main limiting factors for phytoplankton growth [81]. 

 

Secchi depth is the fourth most significant variable in the Chl-a prediction. It is a 

measure of transparency and its value goes down as Chl-a concentration increases with 

algal growth, so Secchi depth is a reasonable indicator of algal abundance, except in 

high colored lentic waters bodies where turbidity is due to clay, carbonate but not algae 

[82]. However, it must be kept in mind that there is a nonlinear relationship between 

Secchi depth and Chlorophyll [83].  

 

The other input variables contributions to Chl-a prediction are much smaller. Thus, the 

fifth and the sixth variables in the Chl-a prediction importance are the Conductivity and 

Phosphorus, respectively. The first one is a measure of the salt content in water [84] and 
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salinity affects phytoplankton concentration and composition [85] and, hence, the Chl-a 

content in water. Total phosphorus is an essential nutrient and the main responsible for 

algal abnormal productivity –it is the limiting nutrient in many freshwater bodies [86]–. 

Total phosphorus is another one of the main limiting factors for phytoplankton growth 

[81]. Similar contribution has Dinoflagellates concentration, the seventh most 

significant variable. Dinoflagellates are related to eutrophic environments [87], as La 

Barca reservoir, and to Harmful Algal Blooms [88]. However, not all dinoflagellates are 

photosynthetic, some of them are heterotrophs, have not chlorophyll, and other 

members are able to use both trophic strategies depending on the environmental 

conditions [89]. The dinoflagellate photosynthetic species seem to be able to tolerate 

lower inorganic nutrients levels than diatoms and some of them tolerate brackish 

conditions [90]. The non-photosynthetic dinoflagellates may use organic sources of 

nitrogen [91]. 

 

The chlorophytes concentration is the eighth most significant variable in Chl-a 

prediction. Although chlorophytes concentration contribution to Chl-a prediction is very 

small, they are also bound to eutrophic ecosystems [92,93], as dinoflagellates, and they 

dominate over cyanobacteria when effluents are rich in Nitrogen [94]. Therefore, both 

dinoflagellates and chlorophytes are favor over cyanobacteria in rich Nitrogen 

environments. Hence, their presence in water should involve less cyanobacteria 

concentration, so a negative contribution to Chl-a as it was shown. 

 

Then, the DO concentration is the ninth most significant variable in Chl-a prediction. In 

the DO case, much of the reason of its influence in Chl-a prediction lies in two 

processes: the photosynthetic activity that releases oxygen into the environment (the 
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cause why algal blooms produce much oxygen during the day and its lowering at night) 

and the extended decomposition processes occurring when significant algae amounts 

die and sink causing DO depletion and creating dead zones [95]. Consequently, there is 

a relationship between DO and chlorophyll-containing organisms present in water as it 

was pointed out for Microscystis blooms [96]. 

 

The next significant variables to predict Chl-a concentration in the studied reservoir, 

according to the hybrid DE/GBRT model, were nitrate concentration [97,98], diatoms 

concentration, Euglenophytes concentration –high in calm waters–, cryptophytes 

concentration, Chrysophytes concentration –Chrysophytes have different environmental 

demands [99], some grow well under unproductive lake conditions, while others are 

typical of eutrophic environments [100]–, Ammonium concentration – in general, 

phytoplankton prefer ammonium over other nitrogen sources [101]– and, finally, pH, 

the last variable in the importance ranking for the Chl-a prediction.  

  

In the case of Total P concentration model the independent variables ranking is shown 

in Table 12 and Fig. 7. For this second GBRT model the most relevant input variable is 

the Turbidity –in good agreement with published results [102–104]–, with a 

contribution of almost 65% to the Total P concentration, more than 5 times the second 

variable contribution and about 22.4 times the third variable contribution.  

 

Turbidity is mainly due to urban, agricultural and industrial wastes [52] that diminish 

the water clarity, directly and, in lentic water bodies, indirectly by incorporating 

nutrients, as phosphorus, that promote phytoplankton growth diminishing water 

transparency –eutrophication [53]–. Although Phosphorus is the limiting nutrient in the 
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case of lentic water bodies as reservoirs or lakes [105,106], and was a relevant variable 

in the Chl-a prediction shown before, phytoplankton growth does not seem to be the 

main reason of the relationship between turbidity and phosphorus in La Barca reservoir 

since turbidity was not relevant in the mentioned Chl-a prediction (about 2% 

contribution).   

 

Secchi depth is the second most significant variable, and it is more relevant here than 

for the Chl-a prediction shown before, in agreement with observations in some U.S. 

lakes [107]. Its contribution to the Total P in the model is smaller than Turbidity (about 

13% versus 65%) and can be explained because Secchi depth accounts for color, i.e., it 

could be expressed as a function of turbidity and water color [108] by an indirect 

relationship through algal growth: phosphorus concentration rise stimulates algal 

growth that decreases water clarity and consequently, Secchi depth [83]. 

 

The next variable in the ranking to predict Total P is Chl-a concentration (about 3% 

contribution). Chl-a concentration is related to the concentration of phytoplankton [51] 

whose growth is stimulated by increases in phosphorus concentration. It is the third 

significant variable in Total P prediction but its contribution is the same that the 

Conductivity contribution, so that the next variable in the ranking to predict Total P is 

Conductivity (about 3% contribution). Ion phosphate is the main component of Total P 

in eutrophic environments as La Barca reservoir since it is the form that autotrophs can 

assimilate [103] so the more Total P the more ion phosphate concentration and, 

consequently, the more conductivity. 
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The next input variables have contributions to Total P prediction less than 3%. In 

general, these contributions are based on the direct or indirect relationships between the 

input variables and phytoplankton species growth due to Total P.  

 

Figs. 8 and 9 show the comparison between observed and predicted values by using the 

DE/GBRT–relied model, for Chl-a and Total P concentrations, respectively. 

 

Fig. 8 Comparison between the observed and predicted Chl-a concentration by using the 

L-SHADE/GBRT–based model ( 2 0.91R  ) 

 

Fig. 9 Comparison between the observed and predicted Total P concentration by using 

the L-SHADE/GBRT–based model (
2 0.93R  ) 

 

4 Conclusions 

The eutrophication in La Barca reservoir can be accurately modelled using the new 

hybrid L-SHADE/GBRT–based model developed in this research. This new lower-

priced method is a good alternative to costly traditional methods. 

  

A high coefficient of determination ( 2 0.91R  ) was obtained when the hybrid L-

SHADE/GBRT–based model was trained and tested with the experimental dataset 

corresponding to the Chl-a concentration. The estimated values for this model agree 

with the Chl-a observed dataset values (see Fig. 8). In the same way, the model for the 

experimental dataset of the Total P concentration obtained a high coefficient of 
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determination ( 2 0.93R  ). The predicted results for the algal atypical proliferation 

agree with the Total P concentration dataset of observed values (see Fig. 9). 

 

The method also ranked the input variables involved in the eutrophication prediction. 

Thus, the Cyanobacteria concentration was the most influential parameter in the Chl-a 

model, whilst the Turbidity was the most related one to the Total P concentration. 

 

The combination of factors that trigger and sustain an algal bloom is not well 

understood at present, and it is not possible to attribute algal blooms to any specific 

factor. Our regression approach aims to be a contribution in this regard, identifying the 

variables or factors that most influence the algae proliferation, without making any 

assumptions and letting the model extract the information from the data. Therefore, 

although nature and natural processes are highly complex and difficult to predict [109], 

our method allowed a better understanding of the interrelationship among the water 

eutrophication variables that could help for prevention and remediation. Thus, taking 

into account the importance ranking obtained from the model (see Tables 11 and 12, 

and Figs. 6 and 7), some contributions can be made on the dynamics of Algal atypical 

proliferation: 

 The Cyanobacteria (blue-green algae) have a competitive advantage over other 

types of algae in the environment that we have studied. 

 The high temperatures are optimal for the growth of Cyanobacteria. 

 The phosphorus is the main nutrient that promotes the growth of Cyanobacteria 

in the studied reservoir. 

 In turbid water, blue-green algae have higher growth rates than any other group 
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of algae. In addition, the main cause of turbidity appears to be runoff from 

surface waters, which favors phosphorus enrichment of waterways. The 

phosphorus runoff encourages the growth of Cyanobacteria. 

These variables (Cyanobacteria, Temperature, Phosphorus, and Turbidity) appear like 

those that have the greatest influence on the dynamics of the atypical proliferation of 

algae in the reservoir waters in which we have applied our regression approach. In turn, 

Turbidity appears as the factor most related to phosphorus in the reservoir. 

 

Future research works will focus on the application of this model to new results and also 

to other reservoirs in order to determine the spatial and temporal differences. 

 

Finally, hybrid L-SHADE/GBRT regression method seems to improve significantly the 

generalization capability obtained with the only GBRT–based regressor, without 

optimizing its parameters.  

 

Summing up, an effective L-SHADE/GBRT–based model could be an interesting tool 

to estimate and prevent the eutrophication in water bodies. 
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(b) 

Fig. 1 (a) La Barca reservoir, aerial photograph; and (b) another aerial photograph at a 

larger scale 
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(b) 

 

Fig. 2 (a) A Niskin bottle; and (b) examples of Secchi disks

http://upload.wikimedia.org/wikipedia/commons/6/61/Secchi_disks.svg
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Fig. 3 La Barca reservoir biological variables: (a) Cyanobacteria; (b) Diatoms; (c) 

Euglenophytes; (d) Dinophlagella; (e) Chrysophytes; (f) Clorophytes; and (g) 

Chryptophytes concentrations 

 

 

 

 

 

 

 

 

 

 

 

  

  



 

 

 

 

 

 

 

 

 

 

Fig. 4 Flowchart of the new hybrid DE/GBRT–based model. DE stands for a variant of 

Differential Evolution algorithm. 

 

 

 

 

 

 



 

(a) 

 

(b) 

Fig. 5 Convergence curves for the different DE variants for optimizing the parameters 

of the GBRT model for the prediction of: (a) Chl-a concentration; and (b) Total P 

concentration 



 

 

 

 

 

Fig. 6 Relative importance of the input operation variables to predict the Chl-a 

concentration 

 

 

 



 

 

Fig. 7 Relative importance of the input operation variables to predict the Total P 

concentration 

 

 

 

 

 



 

Fig. 8 Comparison between the observed and predicted Chl-a concentration by using the 

L-SHADE/GBRT–based model ( 2 0.91R  ) 

 

 

Fig. 9 Comparison between the observed and predicted Total P concentration by using 

the L-SHADE/GBRT–based model (
2 0.93R  ) 



 

 

 

Table 1 Biological independent variables in this work with their mean and standard deviation 

Biological input variables  Short name of the variable Mean Std 

Cyanobacteria (mm3/L) Cyano 4.0917 5.5127 

Diatoms (mm3/L) Diat 1.0989 0.5840 

Euglenophytes (mm3/L) Eugl 0.5352 0.2264 

Dinophlagellata (mm3/L) Dino 0.1388 0.1761 

Chrysophytes (mm3/L) Chrys 0.2585 0.1768 

Chlorophytes (mm3/L) Chloro 0.1201 0.0909 

Chryptophytes (mm3/L) Chryp 0.9851 0.3687 

 

  



 

 

 

Table 2 Mean and standard deviation of the physico-chemical input values 

Physical-chemical input variables  Short name of the 

variable 

Mean Std 

Water temperature (ºC) WTemp 17.0572 4.1033 

Turbidity (NTU) Tur 5.6555 4.8250 

Nitrate concentration (mg 
3NO /L)  Total N 0.8324 0.4072 

Ammonium concentration (mg/L) Amm 0.1182 0.0588 

Dissolved oxygen concentration (mg O2/L) DO 9.0196 1.7851 

Conductivity (S/cm) Con 268.222 42.9435 

pH values pH 7.7785 0.4058 

Secchi depth (m) SeDe 2.0184 0.9621 

 

 

 

 

 

 

 

 

 

 



Table 3 Search space for each of the GBRT parameters in the tuning process 

GBRT hyperparameters Lower limit Upper limit 

Rounds 1 100 

  0.1 1 

  0 30 

Minimum child weight (MCW) 1 30 

Maximum   step (MDS)
 

0 30 

Subsample ratio 0.5 1 

 

 

Table 4 Mean, median, minimum, maximum and p-value of the Shapiro-Wilk test the 20 

coefficients of determination (
2R ) obtained for each of the different hybrid models for 

the Chl-a using different parameter tuning optimization algorithms. The algorithms are 

ranked from worst to best. The best model is indicated in bold font 

Algorithm

m 

Mean Median Max Min p-value 

iL-SHADE 0.7855 0.7246 0.8970 0.7184 0.0001 

JSO 0.7986 0.7589 0.9030 0.7185 0.0001 

DE 0.8327 0.8884 0.8977 0.7185 0.0002 

SaDE 0.8305 0.8904 0.9026 0.7206 0.0001 

SHADE 0.8607 0.8914 0.9022 0.7246 0.0001 

MPEDE 0.8658 0.8772 0.8858 0.7246 <0.0001 

JADE 0.8666 0.8973 0.9045 0.7206 <0.0001 

L-SHADE 0.8928 0.8972 0.9051 0.8149 <0.0001 

 

 



Table 5 Mean, median, minimum, maximum and p-value of the Shapiro-Wilk test the 20 

coefficients of determination (
2R ) obtained for each of the different hybrid models for 

the Phosphorus concentration using different parameter tuning optimization algorithms. 

The algorithms are ranked from worst to best. The best model is indicated in bold font 

Algorithm

m 

Mean Median Max Min p-value 

SHADE 0.8753 0.8568 0.9192 0.8566 <0.0001 

JSO 0.8769 0.8569 0.9204 0.8566 <0.0001 

MPEDE 0.8956 0.9037 0.9076 0.8551 <0.0001 

iL-SHADE 0.8878 0.8868 0.9257 0.8527 <0.0001 

JADE 0.8926 0.9166 0.9193 0.8567 0.0001 

DE 0.9020 0.9160 0.9181 0.8566 <0.0001 

SaDE 0.9066 0.9180 0.9196 0.8568 <0.0001 

L-SHADE 0.9117 0.9200 0.9253 0.8569 <0.0001 

 

Table 6 p-values of the Mann-Whitney rank test comparing the 20 coefficients of 

determination (
2R ) obtained for each of the different hybrid models for the Chl-a using 

different parameter tuning optimization algorithms. The algorithms are ranked from worst 

to best 

 iL-SHADE JSO DE SaDE SHADE MPEDE JADE L-SHADE 

iL-SHADE  0.2930 0.0297 0.0064 0.0005 0.0264 0.0001 <0.0001 

JSO 0.2930  0.1444 0.0483 0.0054 0.1820 0.0010 0.0001 

DE 0.0297 0.1444  0.2235 0.0416 0.2163 0.0029 <0.0001 

SaDE 0.0064 0.0483 0.2235  0.2005 0.2322 0.0578 0.0099 

SHADE 0.0005 0.0054 0.0416 0.2005   0.0257 0.0970 0.0096 

MPEDE 0.0264 0.1820 0.2163 0.2322 0.0257  0.0007 <0.0001 

JADE 0.0001 0.0010  0.0029 0.0578 0.0970 0.0007  0.3882 

L-SHADE <0.0001 0.0001 <0.0001 0.0099 0.0096 <0.0001 0.3882  

 



Table 7 p-values of the Mann-Whitney rank test comparing the 20 coefficients of 

determination (
2R ) obtained for each of the different hybrid models for the Phosphorus 

concentration using different parameter tuning optimization algorithms. The algorithms 

are ranked from worst to best 

 SHADE JSO MPEDE iL-SHADE JADE DE SaDE L-SHADE 

SHADE  0.3555 0.1538 0.0376 0.0146 0.0132 0.0002 <0.0001 

JSO 0.3555  0.1962 0.0411 0.0081 0.0131 0.0002 <0.0001 

MPEDE 0.1538 0.1962  0.2361 0.1042 0.0010 0.0002 <0.0001 

iL-SHADE 0.0376 0.0411 0.2361  0.4460 0.4728 0.0890 0.0020 

JADE 0.0146 0.0081 0.1042 0.4460  0.2894 0.0162 0.0002 

DE 0.0132 0.0131 0.0010 0.4728 0.2894  0.0045 0.0002 

SaDE 0.0002 0.0002 0.0002 0.0890 0.0162 0.0045  0.0029 

L-SHADE <0.0001 <0.0001 <0.0001 0.0020 0.0002 0.0002 0.0029  

 

 

Table 8 Coefficients of determination (
2R ) and correlation coefficients (r) for the hybrid 

L-SHADE/GBRT–based models fitted in this study for the Chl-a and Total P 

concentrations  

Model 2R /r Chl-a 
2R /r Total P 

L-SHADE/GBRT  0.9051/ 0.9514 0.9253/ 0.9619 

 

 

 

 

 



Table 9 Optimal hyperparameters of the best-fitted GBRT model for Chl-a concentration 

found with the L-SHADE technique 

GBRT hyperparameters Optimal values 

Rounds 61 

  0.22 

  2.0076 

Minimum child weight (MCW) 1.36 

Maximum   step (MDS)
 

0.0000 

Subsample ratio (SR) 0.0.89 

 

 

 

Table 10 Optimal hyperparameters of the best-fitted GBRT model for Phosphorous 

concentration found with the L-SHADE technique 

GBRT hyperparameters Optimal values 

Rounds 99 

  0.11 

  0.0000 

Minimum child weight (MCW) 1.09 

Maximum   step (MDS)
 

18 

Subsample ratio (SR) 0.73 

 

 

 



Table 11 Relative importance of the variables in the optimal L-SHADE/GBRT model for 

the Chl-a concentration estimation using the criteria Gain, Cover and Frequency 

Feature Gain Cover Frequency 

Cyanobacteria 0.577332733 0.18174868 0.10872894 

Temperature 0.080102681 0.06286236 0.08269525 

Turbidity 0.065804007 0.08038312 0.06125574 

SecchiDepth 0.046994179 0.04969524 0.05206738 

Conductivity 0.041272094 0.05181897 0.06125574 

Phosphorus 0.038038795 0.04355767 0.05053599 

Dinophlagellata 0.037926841 0.09089558 0.10107198 

Chlorophytes 0.021094743 0.05646994 0.07810107 

Oxygen 0.019202011 0.05472848 0.06738132 

Nitrate 0.016524269 0.01399537 0.02297090 

Diatoms 0.016413543 0.09238219 0.09035222 

Euglenophytes 0.014697541 0.07696392 0.07503828 

Chryptophytes 0.009566865 0.05232867 0.06125574 

Chrysophytes 0.007419592 0.04755028 0.04900459 

Ammonium 0.006253431 0.02176822 0.02450230 

pH 0.001356676 0.02285132 0.01378254 

 

 

 

 

 

 

 



Table 12 Relative importance of the variables in the optimal L-SHADE/GBRT model for 

the Phosphorous concentration estimation using the criteria Gain, Cover and Frequency 

Feature Gain Cover Frequency 

Turbidity 0.648768410 0.11153217 0.06766293 

SecchiDepth 0.129311756 0.10307938 0.07430469 

Chlorophyll 0.029348554 0.05939307 0.08966376 

Conductivity 0.029214099 0.05898668 0.06600249 

Temperature 0.028743796 0.08398947 0.06849315 

Oxygen 0.019821412 0.04175599 0.04275633 

Ammonium 0.019680094 0.04229445 0.02532171 

Cyanobacteria 0.017097099 0.10495890 0.09506019 

Diatoms 0.015334297 0.08518831 0.08551266 

Chlorophytes 0.013728903 0.05138729 0.06185139 

pH 0.011759012 0.02297087 0.01784973 

Nitrate 0.011573934 0.03387213 0.02698215 

Chrysophytes 0.009507991 0.05115362 0.06641760 

Dinophlagellata 0.006361521 0.05939307 0.07555002 

Chryptophytes 0.005490079 0.04963984 0.06434205 

Euglenophytes 0.004259044 0.04040476 0.07222914 

 


