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Abstract

Energy Management Systems (EMS) can be used for the energy communities (EC)
application to reduce energy costing by controlling energy consumption. This the-
sis work presents the implementation of the proposed EMS algorithm that manages
power flow through the AC microgrid (MG) system composed of PV power sys-
tem, energy storage, load, and utility grid where the MG system operates in the
grid-connected mode for EC application. All the relevant theoretical and conceptual
backgrounds, as well as the formulas, are presented in the first part of the report. The
detailed step-by-step design procedures for the proposed EMS algorithm, PV system,
and energy storage system (ESS) are discussed briefly. The proposed EMS algorithm
aims to reduce energy costing for the customer by managing the charging/discharging
period of the ESS and selling the additional PV power to the utility grid. The pro-
posed algorithm finds the optimal power flow through the system considering PV
power generation, load demand, electricity tariff profile, and solar irradiance forecast-
ing as the input constraints. The solar radiance and load demand forecasting are
used to avoid charging the ESS from the utility grid when it is possible to charge the
battery from next day solar power generation. The complete simulation of the AC
MG system has been implemented in MATLAB Simulink® where vector current
controller is used to control the power flow based on the proposed EMS algorithm.
Also, the Stateflow® model is used for the implementation of the proposed EMS al-
gorithm with real-time data. The effectiveness of the proposed EMS is justified based
on the energy cost analysis, where the total energy cost is considering the Levelized
cost of energy (LCOE) of the system.
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Chapter 1

Introduction

1.1 Background

The increasing electricity demand due to a large number of populations, limited con-

ventional resources, concern about environmental issues, and developments of technol-

ogy have prioritized the use of renewable energy sources. However, the unpredictable

nature of renewable sources has come with the concept of a microgrid (MG) system,

which is a hybrid combination of distributed generation (DG), grid supply, and en-

ergy storage systems (ESS), which can operate in either islanded or in grid-connected

mode. Power electronic devices are playing a crucial role to make the MG system

smarter and more flexible by managing the weakness and stability issues. To meet

the dynamic response and high reference tracking characteristic of those power elec-

tronic devices, control methods are vital concerns [1]. When several energy sources

are available to feed the load and meet demand requirements, new challenges come

for power management, control, and economic operation of the system. Power man-

agement and control schemes are systematized into the lower level and upper-level

control [2]. Lower level control is responsible for stabilizing voltage and frequency, it

is also known as the primary control. Several control schemes have been found which

are ensuring the control of voltage and frequency along with the power-sharing in AC

distribution networks [3], [4], and DC grids [5], [6]. Numerous types of control ap-

proaches have been done to overcome the limitation and improve the reliability of the
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MG system. Upper-level control is known as an energy management system (EMS).

It is responsible for forecasting renewable energy resources and load demand, also

performs scheduling of available power generation and load demand within MG [2].

Grid-connected MG systems are mainly used due to consistent configurations for vari-

able/dynamic loads to be fed without interruption [7]. Grid-connected MG system

used for energy community (EC) application. In this work, an EMS is proposed and

implemented for real-time power flow control which can be used for EC applications.

The development of the EMS with different generation and consumption scenarios,

and electricity cost analysis is covered in the project work. In addition, it includes the

theoretical and conceptual background of generation systems, microgrids, energy stor-

age, and cost analysis. Also, the energy cost comparison of the grid, grid-connected

PV, and hybrid system (AC MG system with PV generation and ESSs) is described

for the verification of the proposed algorithm. All the work has been done using

MATLAB Simulink® and Stateflow® model in Simulink.

1.2 Objective

The proposed EMS algorithm considers PV power generation, load demand, tariff pro-

file, and solar irradiance forecasting as the input data to decide the system operation

mode to maintain the power flow through EC, which will decide the battery charg-

ing/discharging period as well as bidirectional grid power flow to sell the additional

PV power to the utility grid. This work aims to implement an energy management

system (EMS) for EC applications to control the real-time power flow. This EMS is

designed for EC applications, where it is a self-consumption installation and can be

used among different community owners. The real-time power flow is maintained to

decide the battery charging/discharging period along with bidirectional grid power

flow so that the additional PV power can sell to the grid. The main objective of

the EMS is to reduce the energy costing, not only through controlling battery charg-

ing/discharging periods but also by selling additional PV generation to the grid.

18



1.3 Thesis Structure

Towards the previously mentioned objectives, the thesis work is developed, and the

structure is organized as follows:

Chapter1: Introduction

This chapter describes the background and objects of the work which is carried out

in this thesis.

Chapter 2: State of Art for Energy Communities, Microgrid, Distributed

Generation, Energy Storage and Energy Management System

This chapter presents the state of art for the energy communities, microgrid system,

distributed generation, energy storage, and energy management system.

Chapter 3: Development of Energy Management System for Energy Com-

munities Application

This chapter demonstrates the design of system configuration including the design of

appropriate PV system and energy storage system as well as the describes the tariff

profile data and cost calculation including levelized cost of energy.

Chapter 4: Simulation and Modeling of Microgrid System

This chapter narrates the simulation model of AC microgrid system, the average

model inverter, and the design of vector current controller along with the result ver-

ification.

Chapter 5: Proposed Algorithm for the Energy Management System

This chapter represents the implementation of the proposed algorithm for the energy

management system with flowchart and details description of the operation mode.

Chapter 6: EMS with Stateflow Model This chapter shows the Stateflow model

of the proposed EMS and the output result for the justification of the EMS.

Chapter 7: Result and Discussion

This chapter demonstrates the EMS with different scenarios and energy cost compar-

ison to find out the optimal solution

Chapter 8: Conclusion and Future Work

This chapter is about the conclusion and additional future work for the improvement.
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Chapter 2

State of Art for Energy

Communities, Microgrid,

Distributed Generation, Energy

Storage and Energy Management

System

2.1 Energy Community

2.1.1 Concepts of Energy Community

The energy community (EC) is an international organization, which has been initi-

ated first between the European Union (EU) and several third countries. The aim of

establishing an energy community was to extend the EU internal energy market to

the territories of third countries. For a clean energy transition, collective and citizen-

driven energy actions are being organized by energy communities. EC contributes

to increase public acceptance of renewable energy projects and make those projects

attract private investments for the clean energy transition. Also, by advancing energy

efficiency and lowering consumer’s electricity bills, EC is providing direct benefits to
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the citizens. EC can provide a flexible electricity system considering demand response

and storage.

According to the concept of EC, the EU has introduced citizen energy communi-

ties and renewable energy communities. EU has included new rules along with the

common rules for the internal electricity market, which is active consumer participa-

tion either by generation, consuming, sharing, or selling electricity or by providing

flexibility services through demand-response and storage that participation can be

individually or through citizen energy community. Energy sharing through system

analysis can be categorized based on geographical scope, which has been addressed

by the scientific literature, is presented in 2-1.

Figure 2-1: Scales of EC implementation

[8]

On the other hand, renewable energy communities aim to strengthen the role

of renewable self-consumers to ensure that they can participate in available support

schemes on equal footing with large participants. Empowering renewable energy com-

munities to produce, consume, store and sell renewable energy will also help advance

energy efficiency in households, support the use of renewable energy and at the same
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time contribute to fighting poverty through reduced energy consumption and lower

supply tariffs. The legal framework of EC covers legislation in the fields of energy,

environment, and competition of the EU legislation.

Legislation scenario of EC is presented in [9]. The legislative and tariffs barriers do

not permit that different user can share the point of connection with the public grid.

So, the first sign of the situation changing is to consider new approaches toward EC

and [9] suggests an innovative solution. Where a power-sharing model has been pro-

posed for energy communities based on the sharing of renewable and other energy

services. This suggested model permits the full self-consumption by the users of the

local energy generated by renewables.

Major types of EC for the power grid are homogeneous energy community (HEC),

mixed energy community (MEC), and self-sufficient energy community (SEC). De-

tailed of all the types of EC is demonstrated in [10] along with a series of approaches

to identify the types.

2.1.2 Microgrid and Energy Communities

Although the concept of MG has existed for more than a decade, application of it was

rare because of limited incentives for implementation and multiple barriers [11, 12].

The novel concept of local EC can not only overcome some of these barriers but is

also founded on an economic basis trying to maximize the synergy effects between

different participants’ load profiles and local renewable generation.

The concept of renewable energy communities introduced by the “Revised Euro-

pean Directive” has opened new possibilities for MG, which enhances the value of

the energy produced by renewable sources through sharing energy inside an ’energy

community’ and increasing social welfare. Aggregations consist of different users of

multi-apartment and EC, whose power system is based on MG configurations [13,14].

Also, a new concept as a community microgrid is presented in [15,16].

Figure 2-2 represents MG based EC cluster elements with renewable energy.
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Figure 2-2: MG based EC concept with renewable energy clusters elements

[17]

MG based EC, where the MG operates in grid-connected mode with the main

utility grid. Where the MG combined all the systems and the EC overcomes the

limitation of the MG to offer better flexibility. MG has distributed networks formed

by distributed energy resources (DERs), loads, and storage devices, that with new

forms of control strategies can make the sources work in a coordinated way [18,19].

The purpose of the MG system can be described considering different viewpoints.

From the technical point of view, MG is the most effective solution to exploit the

benefits from the integration of large numbers of small-scale DERs into the distribu-

tion electrical systems.

From the end user’s viewpoint, MG improves local reliability, reduces emissions, en-

hances power quality by supporting voltage and reducing voltage dips; also, MG meets

both thermal and electricity demand and reduces costs of energy supply. Based on

the grid operator’s point of view, MG acts as a controlled entity within the power

system that can operate as an aggregation of loads and/or generators.
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2.2 Microgrid System

2.2.1 Energy Communities for Microgrid

Along with the EMS, aggregation of EC and different apartment is implemented based

on the concept of MG. The combination overcome the limitation of the MG system.

Figure 2-3 demonstrates EC aggregation based on MG concept.

Figure 2-3: Energy communities aggregation

2.2.2 Concepts of Microgrid

MG are localized grids that can operate independently when disconnected from the

traditional grid or collaboratively with the grid. As MG has the ability to operate

when the main grid is down, it strengthens grid resilience and helps to mitigate grid

disturbances. It also works as a grid resource for faster system response and recovery.

The concept of MG was first introduced in the technical literature in [18] and [20],

where it was a solution to the reliable integration of distributed energy resources(DER),

including energy storage system (ESS) and loads. In the literature can be found, a

number of microgrid definitions [21] and functional classification schemes [22]. A

broadly cited definition which is developed for the U.S. Department of Energy by the

Microgrid Ex-change Group reads as follows: “(The microgrid is) a group of intercon-
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nected loads and distributed energy resources within clearly defined electrical bound-

aries that acts as a single controllable entity concerning the grid. A microgrid can

connect and disconnect from the grid to enable it to operate in both grid-connected

or island mode [23]”.

To the utility MG can be thought of as a controlled cell of power system which could

be controlled as a single dispatchable load to meet the needs of the transmission

system. To the customer MG can be designed to meet their special needs including

local reliability enhancement, reduction of feeder losses, support for the local voltage,

uninterruptible power supply [18].

MG, which can operate both in grid-connected mode and island mode, is an ideal

choice for many applications such as remote areas which are tough to connect to

the grid, systems that need efficient and sustainable electricity, and other systems

that can use local generations [24]. In the grid-connected mode, the main grid sup-

plies the power deficit, and the additional power generation by MG can be traded

with the main grid to provide auxiliary facilities. In the islanded mode of operation,

the real and reactive power generated within the microgrid, including the temporary

power transfer from/to storage units, should be in balance with the demand of local

loads [21].

2.2.3 Structure and Architecture of Microgrid

As mentioned in the literature, there are two main architectures: the American one

which is developed by the CERTS [25] and the European one which is described in

the ‘MICROGRIDS’ and ‘MORE MICROGRIDS’ projects [26].In order to config-

ure a hierarchical scheme for the extension of the MG concept, the Nanogrid (NG)

and Picogrid (PG) concepts have been discussed in [22]. The evolution of the MG

hierarchical scheme is due to flexibility on the area coverage, size, and the number

of distributed generations and loads come up with other small size grids which are

applicable in neighborhoods (Microgrid, MG), buildings (Nanogrid, NG) and house-

holds (Picogrid, PG) [22]. The microgrid is connected to the grid through the point

of common coupling (PCC) utilizing power electronic converters [27–29].

26



Figure 2-4: AC Microgrid

Based on the type of signal for the interconnection of the MG elements, MG

architectures are classified into three types that are AC microgrid, DC microgrid and

hybrid AC-DC microgrid [30]. Figure 2-4 shows the schematic diagram of the AC

microgrid, where the AC loads or generators are connected directly to the AC bus

or through AC/AC converters, and DC units are interfaced to the AC bus through

DC/AC converters. In the DC microgrid, the AC units are connected to the DC bus

through AC/DC converters, while the units with DC power are connected directly to

the DC bus or through DC/DC converter. Figure 2-5 is demonstrating DC microgrid

schematic diagram.

Figure 2-5: DC Microgrid
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In a hybrid microgrid, there are two buses for AC and DC units with AC power

and DC power, respectively. The power exchange between both AC and DC bus is

ensured through bidirectional AC/DC converters. Figure 2-6 represent a schematic

diagram of hybrid microgrid.

Figure 2-6: Hybrid Microgrid

The concept of AC microgrid with control method is discussed in [31], in [32] the

design and control of DC microgrid are stated and in [33] hybrid AC-DC microgrid

system which is the joint of AC and DC microgrid connected through an interlink

AC/DC bidirectional converter is mentioned. A different hybrid AC-DC microgrid

topology is given in [34]and a new alternative topology is presented in [35] which offers

the advantage of controllability and flexibility by reducing the effect of distributed

generations and microgrid in the utility grid. A detailed comparison of AC microgrid

and DC microgrid is presented in [36].

2.2.4 Control features of Microgrid

For reliable, safe, and economical operation, the desirable traits of MG are as follow-

ing:

• The MG should follow the reference voltage and current values in all of its units

to damp the oscillations which are produced through variation of distributed

energy resources(DER) output, load disturbances, and fault conditions [37,38].
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• Without any deviations and active power imbalances, all DER units must ensure

to regulate and maintain their voltage and frequency setpoint [39].

• In order to cope with load frequency variation and sudden imbalance in power, it

is needed to develop proper demand-side management and active participation

of the customer. For proper and reliable operation of the MG, critical and non-

critical load identification and proper control via load shedding or shifting is

crucial [40,41].

• For risk-free control and management, a fast islanding technique is important

to develop in MG [42].

• For cost-effective, reliable operation of MG and to ensure the continuity of ser-

vice in isolated MG infrastructure, economic dispatch, forecasting of generation

for DER, and power prediction for loads are vital in MG control [43].

2.3 Distributed Generation

Distributed generation (DG) refers to a variety of technologies that generate electric-

ity at or near where it will be used. It may serve a single structure, such as a home

or business, or it may be part of a microgrid. DG, which is decentralized and has

more flexible technologies, has to be connected with the low voltage side feeder in

MG, as their rated power is 10 MW or less which is lower compared to the conven-

tional generation plants. It can help support the delivery of clean, reliable power to

additional customers and reduce electricity losses along transmission and distribution

lines. There is no consistent definition of DG, the relevant issues, and aims about

providing a general definition of DG in [44].

Distributed energy resources (DER) system typically use renewable energy sources

(RES), including small hydro, biomass, biogas, solar power, wind power, and geother-

mal power. These resources play an important role in the electric power generation

system. A grid-connected energy storage system can also be classified as a DER

system. The energy resources which are related to renewable energy sources have in-
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termittent behavior due to variation of the weather conditions. Therefore, they have

to be interconnected with other dispatchable sources and energy storage to guarantee

the continuity and reliability of the power supply within the MG during islanded

mode and even when it is connected to the grid to protect power outage in case of

failure from the main grid.

Renewable distributed resources require a power electronic interface to interconnect

with the main grid, decoupling the primary energy source, and to operate in maxi-

mum power point tracking mode (MPPT), if required, to increase the efficiency to its

maximum value. A large number of semiconductor equipment, stochastic nature of

the RES generation, and bi-directional power flows are the main features of MG with

DG. Analysis of power quality indicators and required solutions to reduce the nega-

tive impact of distributed generation on power quality in MG are presented in [45].

Where the renewable sources are highly unpredictable or the available renewable

energy technology is not matured enough for reliable operation, non-renewable dis-

tributed resources are used to generate electricity. The size of non-renewable dis-

tributed generators is much lesser than large-scale stand-alone conventional power

plants, so the pollutant emissions and fuel costs are lesser compared with conven-

tional ones [46].

Non-renewable distributed generators are used as dispatchable generations and their

operation is based on combustion of fossil fuels and electromechanical energy conver-

sion through electric generators.

The most commonly used non-renewable sources are diesel and spark ignition recipro-

cating internal combustion engines, fuel cells (including solid oxide, molten-carbonate,

phosphoric acid, alkaline, and low-temperature proton exchange member), gas tur-

bines combined heat and power (CHP) units, and micro-turbine driven by biogas,

propane or natural gas [47]. DG is offering various advantages including reduction

of voltage fluctuation, increase reliability, improvement of power quality, reduction

of energy cost, and increase of customer satisfaction. The advantages and draw-

backs of both renewable and nonrenewable distributed energy resource technologies

are explained in [47].
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2.4 Energy Storage System

Despite all the benefits associated with DG in power systems, the interconnection

of DG with the utility grid leads to some crucial problems such as changing the

protection setting, power system stability, and islanding phenomena. Employing most

of the RES as DG leads to the main challenges: changeability and uncontrollability

of output power.

Indeed, these challenges offer additional fears in DG application in the power system.

The use of an energy storage system (ESS) is one of the most appropriate solutions in

this area. ESS is playing a vital role to solve the problems related to the intermittent

behavior of renewable sources and increase their efficiency and usage. It increases the

continuity and reliability of the system and decreases the dependency on dispatchable

generations [48].

To overcome the limitations of renewable energy sources, electrical energy storage

(EES) is using in MG systems. EES is a process that converts electrical energy from

a power network into a form that can be stored and transformed back to electrical

energy when needed [49]. Multiple attractive functions of EES to power network

operation and load balancing is presented in [50].

2.4.1 Energy Storage System Configuration

Basically, the ESS for MG can be configured in two ways, aggregated and distributed

ESS as depicted in [51].In the aggregated ESS, a constant power flows from the DER

system to the point of common coupling (PCC), so the total capacity of this ESS

is applied to assuage power flow fluctuations [52]. But the cost of energy storage

devices increases with their capacity as well as manufacturing and controlling large

ESS are difficult. Thus, to attain reliable and effective power regulation, small-scale

distributed energy storage can be used.

In distributed energy storage configuration, ESS devices are directly connected to

specific distributive sources with numerous interfaces. However, in this configuration

controlling power flow is the main challenge faced by the distributed system and also
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the storage process suffers losses through power electronic interfaces for distributed

resources and ESS [53].

Figure 2-7 demonstrates a typical ESS configuration.

Figure 2-7: Typical ESS configuration

2.4.2 Structures of Energy Storage System

The process of energy-storing is done through transforming electrical energy into

another form such as chemical or mechanical energy [54]. The storage systems can be

categorized into three parts, which are central storage, power transformation stage,

and control stage. The energy is stored in the central storage after conversion. The

power transformation stage acts as an interface between the central storage and the

power system, where power can transfer bidirectionally.

The level of charge or discharge of the stored energy is determined in the control stage.

The determination is done by the use of sensors and other measuring devices [55].

Energy storage devices encounter losses at every step of the storing process, for that

reason, they are not the ideal source of energy [54]. The following formula describes
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the energy output and energy loss of the stored devices [55].

Egenerate −∆Eloss = Eout∆Eloss = ∆Ech + ∆Est + ∆Edisch (2.1)

The total energy storage efficiency can be written as

ηtotalst =
Eout

Egenerate

= ηch × ηst × ηdisch (2.2)

where ηch = Est

Ech
, ηst =

E∗
st

Est
and ηdisch =

E∗
st

Edisch
. ηch, ηst and ηdisch are the efficiency of

the charge, store and discharge periods, respectively.

Here ∆Eloss is the total energy loss and ∆Est, ∆Ech, and ∆Edisch are the energy loss

during storage, charge and discharge periods, respectively.

The stored energy in the central part is denotes by Est and the existing energy from

the same part is represented by E∗st. The generated, output, charging and discharging

energy is represented by Egenerate, Eout, Ech, and Edisch, respectively.

2.4.3 Energy Storage Systems Technologies

The classification of ESS widely depends on the form of converted energy and compo-

sition materials. There are mainly six categories which are chemical, electrochemical,

electrical, mechanical, thermal and hybrid energy storage.

Mechanical energy storage system, where the energy is stored in the form of kinetic or

potential energy [56–58]. The energy is stored in the form of electrostatic or magnetic

fields in the electrical energy storage system [57] and [59, 60]. When some chemical

substances are subjected to a transformation through a chemical reaction, energy can

be stored and recovered, which is known as chemical energy storage system [59–61].

Electrochemical energy storage system is a particular case of chemical energy stor-

age, in which reversible chemical reactions in a combination of cells are used to store

electrical energy [57,62].

Figure 2-8 demonstrates the classification of ESS depending on the physical form in

which the energy is stored.
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Figure 2-8: Classification of ESS technologies

The most frequently used storage technologies for MG applications are batteries

[63], compressed air energy storage [64], flywheel energy storage [65],super capacitor

energy storage [66], superconducting magnetic energy storage [67], hydrogen storage

[68]and hybrid energy storage [69].

2.5 Energy Management System

For the optimal use of distributed energy resources in intelligent, secure, reliable,

and coordinated ways, an energy management system (EMS) is essential for MG. A

34



microgrid EMS is the control software that operates based on the real-time operat-

ing conditions of MG components and the system status to optimally allocate the

power output among the DG units, economically serve the load, and automatically

enable the system resynchronization response to the operating transition between in-

terconnected and islanded modes. To provide high-quality, reliable, sustainable, and

environmentally friendly energy cost-effectively, a sophisticated microgrid EMS has

to operate and coordinate a variety of DGs, DERs, and loads [70].

A definition of EMS is in [71], which is provided by the International Electrotechnical

Commission in the standard IEC 61970. An MG EMS has the same features related

to that definition, consists of modules to perform decision-making strategies. The

efficient implementation of EMS decision-making strategies is done through modules

of DERs/load forecasting, Human Machine Interfaces(HMI), and supervisory, con-

trol, and data acquisition (SCADA) by sending optimal decisions to each generation,

storage, and load units [72].

2.5.1 Control Structure of EMS

The supervisory control structure of MG EMS is mainly two types, such as centralized

EMS and decentralized EMS. In centralized EMS, all the information including power

generation of DERs, cost-function, meteorological data, and energy consumption pat-

tern of each consumer is accumulated by the central controller. After accumulating

information, centralized EMS determines the optimum scheduling of MG and sends

these decisions to all local controllers. In decentralized EMS architecture, sending and

receiving all the information to local controllers are done by MG central controller in

real-time. In this architecture, the optimal scheduling is determined by MG central

controller. MG EMS strategies have been diversified with the integration of renew-

able energy resources, ESS, electric vehicles, and demand response from economic

dispatch and unit commitment. Scheduling of DERs and loads, minimization of sys-

tem losses and outages, control of intermittency and volatility of renewable sources,

and realization of economical, sustainable, and reliable operation of MG are the other

strategies of EMS [71].
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2.5.2 Solution Approaches of EMS Strategies

Energy management strategies have been solved by many researchers using various

solution approaches to achieve the optimal and efficient operation of MG. Several

methods have been used for the critical analysis of MG EMS. Linear programming

method used to achieve the best outcome of a mathematical model which require-

ments are in a linear relationship and nonlinear programming methods, used for

optimization problem solving with nonlinear constraints. Different approaches have

been proposed based on linear and nonlinear methods in [73–80]. The rule-based

approach is presented in [81] for central EMS controls for the energy operation of

whole MG, in [82] for a battery state of charge (SOC)-based hierarchical structure

with ultra-capacitors for power regulation and smooth operation of MG. Battery SOC

rule-based approach is presented in [83] to reduce fluctuations in power transactions

with the main grid. Genetic optimization-based EMS is demonstrated in [84] for op-

timal operation of MG and in [85] is to increase battery life cycle together with the

operational cost model of MG. Critical analysis of MG EMS based on the fuzzy logic

method is presented in [86–89]. Neural network method-based solution approaches

for overall cost minimization of MG and maximum utilization of renewable energy

resources and distributed resources, battery lifetime improvement and reduction of

carbon emissions are presented in [90] and [91], respectively. Multi-agent system

based EMS for microgrid is represented in [92], [93] and [94]. EMS for the cost

minimization of battery degradation and energy trading in [95] and for maximizing

MG profit by scheduling controllable resources including a risk constrained scenario

in [96] are based on stochastic programming method. Robust optimization solution

approaches for MG EMS is presented in [97] and [98].
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Chapter 3

Development of Energy

Management System for Energy

Communities Application

3.1 System Configuration

The EMS is used to maintain power flow through a grid-connected MG system based

on the available power from the PV generation, utility grid, ESS, and load. The power

flow control is managed by considering the tariff profile, solar irradiance forecasting,

and load demand. As the EMS is designed for EC application, the MG system

operates on grid-connected mode, AC microgrid system has been considered for the

development of the EMS. AC MG connects the various energy generation sources and

loads in their network using an AC bus system. The following advantages of AC MG

emphasize the reason for choosing the AC MG system.

• Capability of integrating with the conventional utility grid and A-based loads.

• No inverter requirement for utility grid and AC loads.

• Cost efficiency in the power protection systems.

• Higher load availability for AC loads.
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As the power flow through the ESS is bidirectional, the buck-boost converter is con-

nected between the AC bus of the MG and ESS, so that the voltage can step up

during the discharging period to flow the power from ESS to the load and step-down

during the charging period as the power is flowing to the ESS. The boost converter

is connected between the PV system and AC bus, to boost the voltage level, as the

power flow from the PV system is unidirectional.

Figure 3-1 demonstrated the EMS configuration for energy communities application.

Figure 3-1: Energy management system layout

The following sections are describing all the assumption and consideration has

made for the design of the PV and ESS along with the capital cost.

3.2 Design of Photovoltaic System

A grid-connected photovoltaic (PV) system, has been designed to analyze the pro-

posed EMS, which is an electricity generating solar PV power system connected to

the utility grid. The installation of a PV system depends on the load demand and the

availability of solar radiation on the specific site. So, depending on the load demand
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and geographical location, the installation of the PV system has done for 10 kWp.

The peak value of each PV module used for the installation is 250 W, so a total 40

PV module is used for the PV system installation. The total number of PV modules

is obtained by dividing the PV system maximum power by the PV module maximum

power and then taking the round of the nearest integer number. An inverter with

rated power 5 kW is used to connect the PV system with the AC bus of the MG. The

number of inverters for the PV installation is obtained by dividing the PV system

nominal power by the inverter nominal power and then rounding this to the nearest

integer number.

Mono-crystalline PV module manufactured by SUN POWER X-SERIES SOLAR

PANELS is used to analyze the system. The capital cost of the PV panel including the

inverter is 750 e/kWp, so the total capital cost of the PV system is (750×10) = 7500

e. The installation of the PV system is 2500 e/kWp, so the required installation

cost is 25000 e. Additionally, the operation and maintenance of the PV system are

considered as 10 e per kWp.

The maximum power output Pmax of the PV modules depends on the two most im-

portant environmental conditions: global plane-or-array irradiance ‘G’ and operating

cell temperature ‘T’. The deviation of the module efficiency ∆ηrel(G, T ), describe the

dependence of output power, at the given conditions G and T relative to the value at

the corresponding reference conditions Gref and Tref based on equation (3.1)

∆ηrel(G, T ) =
Pmax(G, T )

Pmax,ref

· Gref

G
− 1 (3.1)

where Pmax,ref is the maximum power output at the reference conditions. The stan-

dard conditions (STC) is taken as Gref = 1000 W/m2, Tref = 25◦C [99]. The

calculation of PV power can be done considering temperature effect or excluding

temperature effect, equation (3.2) and (3.3) shows the relation, respectively.

Ppv = Pmax,ref ·G ·
df

Gref

(1 + γ(T − 25)) (3.2)
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Ppv = Pmax,ref ·G ·
df

Gref

(3.3)

where Ppv is the output power of PV, Pmax,ref is the PV output power at STC, df is

the degradation factor, γ is module temperature coefficient in %/ ◦ C. The output

power of the PV module depends linearly on the operation temperature, so the PV

power including temperature effects is considered.

3.3 Design of Energy Storage System

Li-ion battery is used as the ESS of the MG to storage energy from the renewable

generation. To design the ESS, eBick180 battery module is used in this work. Table

3.1 represents eBick180 battery module details.

Table 3.1: eBick180 battery cell data

Parameter Value Comment

Ccnom 180 cell rated capacity[Ah]

Vcnom 3.2 cell rated voltage[V]

Vcmax 3.65 cell charging upper limit voltage[V]

Vcmin
2.5 cell charging lower limit voltage[V]

Icchr 1 maximum charging current [1C]

Icdschr 1 maximum discharging current [1C]

SoC [10 90] recommended SoC limits[%]

RCs 0.6e−3 maximum internal resistance [Ω]

Tmaxchr 45 maximum temperature charging

Tmaxdschr 55 maximum temperature discharging

The ESS is designed by using the data from Table 3.1 and multiplying the voltage

parameters by the number of series cells (nsc = 15), the current capacity parameters

by the number of parallel cells (npc = 1) and then calculating the energy parameters

and the total internal resistance of the ESS.The maximum, minimum and nominal
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voltage, nominal capacity of the battery module can be obtained as:

Cbnom = Ccnom · npc

V bnom = Vcnom · nsc

V bmax = Vcmax · nsc

V bmin = Vcmin
· nsc

where Vcnom and Vbnom , Vcmax and Vbmax , Vcmin
and Vvmin

represents cell and battery

nominal, maximum and minimum voltage, respectively. Additionally, Ccnom and Cbnom

stands for cell and battery nominal capacity, respectively. The maximum charging,

discharging and nominal current, nominal power and internal resistance of the battery

module is calculated as follows:

Ibnom = Ccnom · npc

Ibchr = Icchr · Ibnom

Ibdschr = Icdschr · Ibnom

Rbs = Rcs ·
nsc

npc

Ebnom = Vbnom · Ibmon

where Ibnom, Ibchr, and Ibdschr represents battery nominal, maximum charging and

discharging current, respectively. Rcs and Rbs stands for cell and battery internal

resistance, respectively. Ebnom is the battery nominal energy. The following formula

is used to calculate the maximum and minimum capacity and energy of the battery:

Cbmax = Cbnom ·
SoCmax

100

Cbmin = Cbnom ·
SoCmin

100
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Ebmax = Ebnom ·
SoCmax

100

Ebmin = Ebnom ·
SoCmin

100

where Cbmax, and Cbmin are maximum and minimum capacity of the battery,respectively

and Ebmax, and Ebmin are the maximum and minimum energy of the battery, respec-

tively. To keep the module voltage of the battery model at 48 V, need to make the

energy demand four times the energy capacity of the battery. So, to satisfy the en-

ergy demand of the ESS, four battery modules is connected in parallel (npm) and one

module in series (nsm).

The ESS parameters of the system are presented in Table 3.2, where all the parame-

ters are calculated based on the above formulas by replacing nsc and npc by nsm and

npm.

Table 3.2: Energy storage system parameters

Parameter Value Comment

Cbnom 720 ESS rated capacity[Ah]

Vbnom 48 ESS rated voltage[V]

Vbmax 54.75 ESS charging upper limit voltage[V]

Vbmin
37.5 ESS charging lower limit voltage[V]

Ibchr 720 ESS maximum charging current

Ibdschr 720 ESS maximum discharging current

SoC [10 90] recommended ESS SoC limits[%]

Rbs 0.9e−3 ESS internal resistance [Ω]

Ebnom 34.56 ESS nominal energy[kWh]

Ebmax 31.104 ESS maximum energy[kWh]

Ebmin
3.456 ESS minimum energy[kWh]

The capital cost of the battery including the inverter is 500 e/kWh. So, the total

capital and installation cost of the ESS with 34.56 kWh of nominal energy is 17280

e. The operation and maintenance cost of the ESS per kWh of energy is 10 e.
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3.3.1 ESS Parameters Calculation

The initial SoCo is take as 50% and the initial battery capacity is calculated as:

Cinitial =
SoCo

100
· Cbnom

The calculated initial battery capacity is 360 Ah. In addition, the battery voltage

during the open circuit is obtained by interpolating the voltage and capacity of the

cell and then multiplying by the number of series and parallel cells. The battery rated

voltage is the same as the open-circuit voltage value during the initial condition. The

battery rated voltage is calculated by equation (3.4).

Vb(t) = V boc(t)− Vrs(t) (3.4)

where V boc(t) is open circuit voltage and Vrs(t) is the voltage drop. Equation (3.5)

and (3.6) represent the voltage drop and current Ib(t) of the battery, respectively.

Vrs(t) = Ib(t− 1) ·Rbs · (nsm · npm) (3.5)

Ib(t) =
Pb(t)

Vb(t)
(3.6)

The power,SoC and capacity of the ESS system are obtained form equation (3.7),

(3.8) and (3.9), respectively.

Pb(t) = Pl(t)− Pg(t)− Ppv(t) (3.7)

SoC(t) =
C(t)

Cbnom · 100
(3.8)

C(t) = C(t− 1) + Ib(t) ·
Ts

3600
(3.9)

where Pb(t), Pl(t), Pg(t) and Ppv(t) are battery power, load power, grid power and

PV power, respectively. C(t) is the capacity of the ESS and Ts is the time step.
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3.4 Tariff Profile

The tariff profile is used to decide the proposed EMS. The instantaneous tariff value

is used in the EMS. Additionally, the system is considering feed-in-tariff (FiT) and

minimum tariff value as the input data to make the decision. FiT is the tariff value

to sell energy to the grid, here the FiT value is chosen based on the maximum and

minimum tariff values of the day. FiT is a variable from time to time-based on the

market price. In the EMS, FiT is considered as a level of the tariff profile where the

buying of the electric power from the grid will be done if the instantaneous tariff is

lower than FiT, and PV energy will sell if the tariff is equal to or higher than FiT.

The real-time tariff profile of Spain is collected from the OMIE website [100], which

is the nominated electricity market operator. It manages the day-ahead and intraday

wholesale electricity markets.

3.5 Cost Calculation for EC

The energy cost calculation is done to justify the effectiveness of the proposed EMS

for the EC application. The costing of the system is done for both power buying from

the grid and selling to the grid. Also, the Levelized cost of energy (LCOE) of the

system is considered for effective analysis. In all the simulations the cost analysis has

been done for three different system combinations, one is the base system case where

the load power is coming from the utility grid, another one is the PV only case where

the system is considered with PV system only without considering ESS and finally

the last one is the hybrid system where the system is considering both PV generation

and ESS.

3.5.1 Calculation of the Levelized Cost of Energy

Levelized cost of energy (LCOE) is calculated for the system to get the final cost

of energy. LCOE is an economic assessment of the average total cost to build and

operate a power-generating asset over its lifetime divided by the total energy output
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of the asset over that lifetime. It also can be regarded as the minimum cost at which

electricity must be sold to achieve break-even over the lifetime of the project.

The general equation for LCOE [101,102] is given in equation 3.10.which is the ratio

of life cycle cost of the system to the lifetime energy production of the system.

LCOE =
Life cycle cost($)

Life time energy production(kWh)
(3.10)

For the calculation of the LCOE, two methods are commonly used, known as the

discounting method and the annuitizing method. The details of these two types of

LCOE calculation are presented in [103].

Though, those two methods provide the same Levelized costs, annual energy out for

the annuitizing method needed to be constant over the lifetime of the device. But, the

annual energy output of renewable technologies would typically vary from day-to-day,

because renewable resources depend on the environment. Therefore, the discounting

method is more appropriate for calculating the LCOE for renewable sources than the

annuitizing method.

The methodology of properly calculating the LCOE for solar PV is presented in [104].

Equation 3.11 is used to calculate the LCOE for a PV system:

LCOE =

∑n
t=0

(It+Ot+Mt+Ft)
(1+r)t∑n

t=0
Et

(1+r)t

=

∑n
t=0

(It+Ot+Mt+Ft)
(1+r)t∑n

t=0
St(1−d)t
(1+r)t

(3.11)

where It is the initial investment, which is the one-off payment and should not be

discounted. Mt, Ot, and Ft are the maintenance costs, operation costs, and interest

expenditures for time year t, respectively. The electricity generated in a given year

Et is the rated energy output per year St multiplied by the degradation factor (1-d)

which decreases the energy with time. n is the lifetime of the system and r is the

discount rate.

The Levelized cost of storage (LCOS) is calculated by deducting the cost of charging

electricity from the LCOE delivered by the electrical energy storage (EES) which is
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presented in equation (3.12) [105].

LCOS = LCOE − Price of charging power

Overall efficiency
(3.12)

The formula for the LCOS is proposed by the World Energy Council in equation

(3.13), which enables the comparisons between between different types of storage

technologies in the terms of average cost per produced and stored kWh.

LCOS =
Io +

∑n
t=1

CEESt

(1+r)t∑n
t=1

EEESt

(1+r)t

(3.13)

where Io is the initial investment cost. CEESt and EEESt are the total cost and energy

output at year t respectively. The methodology for the calculation of LCOE for a PV

and ESS based hybrid system is presented in [106]. LCOE relationship for the hybrid

system is presented in (3.14)

LCOEsystem =

∑n
t=0

Csystemt

(1+r)t∑n
t=0

Esystemt

(1+r)t

(3.14)

Csystemt
and Esystemt

are the total cost and total energy production from the system

at time t respectively.

The total cost of the renewable system is the sum of PV electricity generation and

storage costs. The total electrical energy produced by the system is the electrical

energy output of ESS and the electrical energy directly delivered to the load by PV.

The LCOEsystem considering the cost of PV and ESS, is presented in (3.15).

LCOEsystem =
Cpvsurplus + CESS + Cpvdirect

EESS + Epvdirect

(3.15)

Figure 3-2 presents the energy flow diagram of the PV power flow to the load, grid and

ESS of the hybrid system. As the additional PV power generation is using for both

battery charging and selling to the utility grid, the power flow shows that Esurplus is

going to both ESS and grid.
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The surplus PV power, which is selling to the grid, is not considering for the LCOE

calculation of the system. On the other hand, the surplus PV power, using for battery

charging, is utilizing for the LCOE calculation considering round-trip efficiency of the

ESS.

Figure 3-2: Energy flow diagram of the system

In this consideration, the total PV energy produced by the PV system is divided

into two parts, known as surplus energy and direct energy. Surplus energy is the extra

electricity generated by the PV system and not consumed by the load, which can be

stored in the ESS, denoted by Epvsurplus. Direct electrical energy, referred to as direct

energy Epvdirect, is the electrical energy consumed by the load directly. Cpvsurplus and

Cpvdirect are the costs for generating surplus energy and direct energy respectively.

The ESS experiences the electrical energy flowing in and flowing out. The energy

delivered by the ESS will be reduced due to the round-trip efficiency η. Equation

(3.16) to (3.20) are used for the LCOE calculations.

CESS = CcapESS
+

n∑
t=0

COMESS

(1 + r)t
(3.16)

EESS = η ·
n∑

t=0

Esurplust · (1−DESS)t

(1 + r)t
(3.17)
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Cpvsurplus = (Ccappv + CInstpv +
n∑

t=0

COMpv

(1 + r)t
)Nsurplus (3.18)

Cpvdirect = (Ccappv + CInstpv +
n∑

t=0

COMpv

(1 + r)t
)Ndirect (3.19)

Epvdirect =
n∑

t=0

Edirectt(1−Dpv)
t

(1 + r)t
(3.20)

Edirect is the electricity generated from PV and directly supplied to the load without

going through storage and Esurplus is the electricity generated from PV and stored

to the ESS to avoid wastage.Cpvsurplus and Cpvdirect are the total lifetime costs of PV

electricity generation that produce the surplus and direct consumption of electrical

energy for the system respectively. EESS is the energy output of the ESS and CESS

is the total cost of the ESS.

DESS and DPV are the annual performance degradation rates for the ESS and the

PV array respectively.Ndirect and Nsurplus are the fraction of PV array for generating

electricity for direct consumption and surplus energy for storage respectively. Ccappv ,

CInstpv , and COMpv are the capital cost, installation cost, and operation and mainte-

nance cost of the PV system respectively. CcapESS
and COMESS

are the capital and

operation and maintenance cost of the ESS.

3.6 System Parameters with Capital Cost

Table 3.3 represents the summary of the system configuration along with capital cost.

Where the capital cost of both PV system and ESS is the cost of PV panel and Li-ion

battery along with the inverter respectively.
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Table 3.3: System parameters

PV System Parameter Value

PV power 10 [kWp]

Each module power 250 [W]

Capital cost of PV 7500 e

Installation cost of PV 25000 e

ESS Parameter Value

Rated capacity 720 [Ah]

Rated voltage 48 [V]

Capital cost 17280 e
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Chapter 4

Simulation and Modeling of

Microgrid System

4.1 AC Microgrid System

The simulation of a grid-tied AC MG system has been done before the implementation

of the EMS. The aim of the simulation is to understand the concept of power-sharing

between load, ESS, and unity grid, also the simulation provides a clear view of power

flow control. It demonstrates the working stages of the MG system. The simulation

of the AC microgrid system is done in MATLAB Simulink®.

As the AC microgrid system is considered to implement the EMS for the EC appli-

cation, the simulation of the MG is also implemented for the AC MG system where

the power flow controlling is based on AC bus controlling. The design of the AC MG

system is done by connecting the distributed generation and energy storage system to

the AC bus through the inverter, while the load is directly connected to the AC bus.

The grid-tied MG system consists of a PV solar panel, a Li-ion battery as the ESS,

local load, and the utility grid. Figure 4-1 shows the design of grid-tied system. The

simulation of this grid-tied system is done using PV array block as the PV generation

system, where the PV array is used to design 10 kWp like the PV system designed for

implementation of the EMS. The PV array block generates PV power considering so-

lar irradiance and temperature. Battery block is used to represent the Li-ion battery
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as the energy storage system. In the first stage of the simulation, three-phase pulse

width modulation (PWM) based switching model DC-AC inverter is used to connect

the PV generation and energy storage system with the AC bus bar. A three-phase

ac load with a fixed value and three-phase supply is used as domestic load and the

utility grid respectively, which is connected with the AC bus.

Figure 4-1: Layout of the grid-tied system

A grid-tied inverter is used to convert the DC power to AC, where a sinusoidal

pulse width modulation technique is used for the inverter switching. The PWM signals

have been generated using a triangular carrier signal with 15 kHz carrier frequency.

In the beginning stage, this simulation of the AC microgrid system has been done

without considering power flow controlling. The purpose of this simulation was to

visualize the grid-tied system, which is going to be considered for the EMS power flow

control. This simulation model presents the overall scenario of the AC MG system.
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4.2 Average Model Inverter and Current Controller

The objective of using an average model inverter is to reduce the simulation complex-

ity and to get a faster response, which also maintains sufficient dynamic accuracy by

keeping the same average V-I terminal relationship on the AC and DC sides. Based

on the controller functionality average model is identical to the switching model, while

the power stage shows the only key difference. To emulate inverter behavior, three

single controlled voltage sources are used in the three-phase average model inverter

instead of using a three-phase voltage source inverter component like switching mode.

Figure 4-2 shows both the switching model and average model inverter.

Figure 4-2: Switching model and average model inverter

The average model offers less numerical convergence problem, as the state variable

of the model is averaged over the switching period. The topology and concepts of the

average model inverter are presented in [107–109].

To make the simulation faster and less complicated, the PV panel and battery block

have been replaced by the controlled voltage source. Where in the beginning constant

value is used as the input of the controlled voltage source and later real-time data of
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PV generation is used to analyze the system to get a real scenario.

At the beginning as the simulation has done without designing the controller, three

sinusoidal reference signals with 120◦ phase shift have been used as the duty ratio to

generate the voltage reference signal for the controlled voltage source of the average

model. As the average inverter model contain the same average V-I terminal relation-

ship on AC and DC side, the reference voltage and current signals for the controlled

sources of the average model inverter are generated using the same duty signal which

is generated from the controller.

The generation of the reference signals for controlled current sources and controlled

voltage source has done based on equation (4.1) and (4.2) respectively, which balanced

the V-I relationship between AC and DC side.

Iref = Iac × dutysignal (4.1)

Vref = Vdc × dutysignal (4.2)

A standard control strategy, vector current controller has been designed for the con-

trolling of the AC microgrid system. The design of a vector current controller is

based on the synchronously rotating reference frame, which enables the PI controller

to control the active and reactive powers indirectly. Since the synchronous rotating

frame transforms the AC values to DC through coordinate transformation, active and

reactive power control is performed through d-q axes current controlling. A phase-

locked loop (PLL) is used to maintain the synchronization of d-q axes current with

the grid voltage. PLL extracted the phase angle and frequency of the grid voltage

and provides that as the phase angle for the Park transformation to generate the d-q

axes current [110].

Figure 4-3 shows the diagram of a standard current controller. The controller has

been designed to regulate the d-q axes current considering both feed-forward and

feed-back. Tuning of the PI controller has been done by taking filter inductance as

the plant of the system. The generated reference signal from the PI controller is used

as the duty of the average model inverter.
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Figure 4-3: Vector current controller

The d-q axes currents reference signals have been generated by taking active and

reactive power reference values. Since in the synchronous frame, d axes components

are coincident with the instantaneous voltage vector and the q axes component is in

quadrature with it [111]. The highlighted ‘current reference signal generation’ part

of Figure 4-3, shows the generation of d-q current reference signals from the active

and reactive power. Equations (4.3) and (4.4) define the active and reactive power

relation in the d-q frame.

P =
3

2
VdId (4.3)

Q =
−3

2
VdIq (4.4)

Two identical control systems have been designed for both inverters connected with

the PV system and ESS.

4.3 Simulation Model and Results

The final simulation of the AC MG system has been done with the average model

inverter and vector current controller to generate the duty signal for controlling the

power flow through the MG system. Controlled voltage source is used to replace the

PV array and battery block in the simulation model.
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Table 4.1 shows the system parameters used for the simulation of the AC MG.

Table 4.1: Parameters used for simulation model

System Parameters values

Grid voltage(Van) 400 V

Frequency(f) 50 Hz

PV power (8− 15) kW

Load power (5− 25) kW

Battery voltage 48 V

Battery SoC range [10− 90]%

Inverter power 5 kW

Filter inductance(Lf ) 7 mH

Filter resistance(Rf ) 0.1 Ω

Control Parameters values

Damping ratio(ζ) 0.707

Natural frequency(wn) 2π300rad/s

Kp,Ti 18.6,1.33× 103

4.3.1 PV Voltage Calculation

Before performing the simulation of the MG system, another simulation has done

using solar cell block to calculate the PV voltage based on the solar irradiance and

temperature data, so that the PV array block can be replaced with a controlled

voltage source and the calculated PV voltage is used as the input of the controlled

voltage source.

In this simulation the solar cell has been designed considering the PV plant capacity

as discussed in section 3.2. Taking the solar irradiance and temperature data of the

specific location, the simulation has been done to calculate the DC voltage of the PV

system with the capacity of 10 kWp.The simulation has done with complete one-year

data to get the PV voltage for one year.
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Figure 4-4 shows the solar irradiance, temperature, and generated PV voltage for one

year. The input is taken per minute to generate per minutes voltage, but the x-axis

of the figure is represented in a year for better consideration.

Figure 4-4: DC voltage of the PV system

The generated DC voltage of the PV system is used as the input data of the

controlled voltage source that is representing the PV array in the simulation.

4.3.2 Load Current Calculation

Also, the three-phase constant value load is replaced by the three single controlled

current sources, where the input of the controlled current source has been generated

from the real-time load power data using equation (4.3) and (4.4) and then converting

d-q component into abc current values. The subsection of the simulation is generating

the three-phase load current to be used as the input of the controlled current source

based on the per-minute load power real-time data.

Figure 4-5 shows the load power for the complete year, where the value is in minutes

but the x-axis is representation in a year for better understanding.

57



Figure 4-5: Load power of the whole year

4.3.3 Tariff Profile

Real-time tariff profile is used to perform the EMS algorithm. The tariff profile is

collected from “OMIE” website. Here in this simulation the tariff profile of year 2020

is used.

Figure 4-6 shows the instantaneous tariff of 2020.

Figure 4-6: Tariff profile of year 2020

4.3.4 Simulation Model Layout and Controller Output

The simulation of the AC MG system is done with the average model inverter to

connect the PV system and ESS with the AC bus. Where the PV array and battery
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model are replaced by a controlled voltage source and the load is replaced by the

controlled current source.

Figure 4-7 shows the simulation model of the AC MG system.

Figure 4-7: Simulation model layout of the AC MG

The reference signal for the average model inverter is generated based on the vector

current controller model as demonstrated in Figure 4-3. The control is maintaining

the power flow based on the output signal of the EMS algorithm. Where the grid

power reference is using for the inverter connected between the PV system and AC

bus, while the battery power reference signal generated from the EMS algorithm is

using for the inverter used to connect the ESS with the AC bus.

Figure 4-8 represents the power flow through the PV system, load demand, ESS,

and grid along with the battery and grid reference power. The battery power refer-

ence signal and grid power reference signal are generating from the EMS and Figure

4-8 represents that the battery power and grid power signals are following the refer-

ence signal respectively, which indicates that the controller is working properly. The
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transient part of the controller is approximately 3 ms.

Figure 4-8: Control system operation verification

60



Chapter 5

Algorithm for Energy Management

System

5.1 Proposed EMS Algorithm

The proposed EMS aims to minimize the total cost of energy for the consumer, which

is done by managing the power flow through the AC bus of the MG system. The

EMS algorithm is proposed taking [112] as a reference. The object of the EMS is to

fulfill the load demand with the least energy costing for the consumer. The cost of

energy supplied to the load depends on the PV power generation, load demand profile,

and the electricity grid price profile, which is known as tariff; these are the variable

considered as the input for the EMS. To make the EMS more effective, next day solar

irradiance ‘G′ is also taken as the input of the EMS. Based on the input variable

‘tariff ′, the algorithm will select the feed-in-tariff (FiT) variable data. Which varies

depending on the all-day tariff profile and uses as the decision-making level for a tariff

that indicates either buying or selling grid power will be cost-effective. The aim of the

proposed EMS is to find the ESS and grid operation period at each step size which

minimizes the total cost of energy supplied to the load. The grid operation period

denotes buying power from the grid or selling power to the grid, while the battery

operation period reveals the charging, discharging, or idle stage of the battery. The

power flow through the ESS is decided considering the state of charge (SoC) of the
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battery and maximum battery power. So, the output of the EMS will be the power

exchange with the grid, power flow through the battery, and the minimum cumulative

cost. Figure 5-1 shows the EMS objectives by revealing the input and output data of

the EMS.

Figure 5-1: Objectives of the proposed algorithm

5.2 Flowchart of the Proposed EMS Algorithm

The EMS operates considering that the power generated by the PV system is used

in priority to supply the load demand. When the PV generation is higher than the

load demand, the additional PV power generation is used either for battery charging

or to sell the power to the grid or both of them. When the PV generation is not

sufficient to cover the load demand, the lack of power is provided by either ESS or

the grid or both of them. Additionally, the EMS is considering the tariff profile and
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next-day solar irradiance ‘G′ to decide the operation mode, which is minimizing the

total costing. The EMS gives the opportunity to purchase electricity from the grid

and to sell PV power to the grid. The overall power balancing equation of the MG is

given by equation 5.1

Pload = Ppv + Pgrid + Pbattery (5.1)

where Ppv is the PV generation power, Pgrid is the grid power, Pbattery is the battery

power, and Pload is the load demand.

Figure 5-2: Flow chart of proposed EMS
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Figure 5-2 shows the flowchart of the proposed algorithm. The input data of the

algorithm are based on a discretization of a 24 hours future prediction horizon with a

constant step size. In the flowchart, the time variable ‘t′ and the step size variable ‘m′

are expressed in minutes. The value of the step size can be chosen from one minute

to one hour, here in this work the step size is taken as in minutes.

As presented in the flowchart, the algorithm operates at each step size based on the

following procedures:

1. Get input profile, Ppv(t), Pl(t), tariff(t), and ‘G′.

2. Run SoC and Ebill model and read SoC and choose FiT value.

3. Execute the condition checking stages to choose the mode of operation.

4. Increment the time variable ‘t′ by the selected step size variable ‘m′ and start

the algorithm from the beginning.

5.3 Description of EMS Algorithm

The proposed EMS algorithm gives several decision procedures at each step size.

Depending on the input data and conditions, the system can operate under four cases

with eight identical operation modes. The case selection depends on the comparison

of PV power generation and tariff profile, while the decision-making for the mode of

operation is done based on the battery SoC, FiT, tariff (t), and ‘G‘. The following

sections describe the four cases denoted by Case A, Case B, Case C, and Case D

of the EMS in details.

5.3.1 Case A, Ppv(t) > Pl(t)

Case A is considered when the PV generation is higher than the load demand. In

this case, all the load demand power is supplied from the PV generation and the

remaining power is calculated as in equation (5.2):

Pr(t) = Ppv(t)− Pl(t) (5.2)
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where Pr(t) is the remaining power, Ppv(t) is the PV generation power, and Pl(t) is

the load demand.

If the PV generation is greater than the load demand, the system will enter to the

Case A and calculate the amount of remaining power based on equation (5.2). In

this case, the battery will operate either in charging mode or in idle mode, on the

other hand, the grid energy flow will be either on idle mode or on PV power selling

mode. After calculating the amount of remaining power, the system will check the

battery SoC value and tariff profile to select the mode of operation. The flowchart in

Figure 5-2 shows the conditions to enter the operating mode. If the battery SoC is

lower than the maximum SoC limit, meaning the battery needs to charge, the system

will check the tariff profile to compare the tariff value with FiT. If the tariff is lower

than the FiT, the system will enter in battery charging mode or stay in idle mode.

Mode 1 (M1) is taken as battery idle mode. The system will enter Mode 1 (M1)

either if SoC is higher than the maximum SoC limit or tariff is greater than FiT

value. M1 is considered as the battery idle condition, where all the remaining power

will feedback to the utility grid to sell the additional PV generation.

Both Mode 2 (M2) and Mode 3 (M3) are the battery charging mode, where the

selection of these modes depends on the comparison of remaining power with the

maximum power range of the battery PBmax. If the tariff is lower than the FiT

value, the system will compare Pr(t) with PBmax to choose the operation mode.

If Pr(t) is equal or less than PBmax, the system will enter to M2. In M2 all the

remaining power will use to charge the battery and there will be no PV power selling

to the grid. If Pr(t) is greater than the maximum battery power, then the system

will enter to M3 where the remaining power will use for both battery charging and

selling to the grid.

5.3.2 Case B, Ppv(t) < Pl(t) and Ppv(t) 6= 0

Case B occurs when the PV generation is less than the load demand but not equal to

zero. So, the total load demand is not covered by the PV power and additional power

will require to supply the whole load power. The lack of PV generation is denoted as
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demanding power and calculated by equation (5.3):

Pd(t) = Pl(t)− Ppv(t) (5.3)

where Pd(t) is the demanding power, Ppv(t) is the PV generation power, and Pl(t) is

the load demand. This demanding power will either provide by the grid or by the

battery. So, the operation mode, in this case, will be either battery discharging or

consuming power from the grid for load power or consuming power from the grid for

both load and battery charging.

After calculating the demanding power, the system will check the tariff profile and

compare the tariff with FiT value. If the tariff is lower than FiT, then the system

will consume power from the grid either for only the required load demand or for

both the load demand and battery charging. If the tariff is higher than the FiT, the

system requires additional load power from battery discharging as long the battery

SoC level being higher than its lower range. In this case, the battery charging from

the grid power will be done after considering ‘G′. The battery will charge only if the

next day solar irradiance forecasting suggests that next day solar generation will not

be enough to supply the day ahead load demand.

In Mode 4 (M4) demanding power Pd(t) will be entirely provided from the grid and

the battery will be on the idle case. Mode 5 (M5), grid provides Pd(t) to the load

and also additional power to charge battery. Mode 6 (M6) is the battery discharging

period, where the battery will supply the whole Pd(t) to the load and there will be

consumed from the grid to avoid high tariff costing.

5.3.3 Case C, Ppv = 0 and taiff(t) > minimum tariff

The system enters to Case C, if there is no PV generation and the tariff of that

duration is greater than the minimum tariff level of the day. In this case, the entire

load power is consumed from the grid as the PV power is equal to zero. So, the EMS

will decide the battery operation period where the battery will be either on charging

mode or on the idle mode of operation.
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In this case only two modes of operation are considered. Mode 7 (M7) is taken as the

battery charging period, the battery will charge from the grid. Mode 8 (M8), where

the battery will be idle. In the beginning, the system will check the battery SoC,

which indicates the battery needs to charge or not. If the battery needs to charge,

then the system will compare the tariff profile with FiT value and after that the next

day solar irradiance will consider selecting the mode of operation. The system will

enter M7 to charge the battery from the grid if the value of G suggests that next,

the PV power generation will not be enough to supply the load demand.

5.3.4 Case D, Ppv = 0 and tariff(t) <= minimum tariff

Case D is considered for the situation when the PV generation is equal to zero and

the tariff of that duration is equal to or less than the minimum tariff level of the

day. This case also operates on either in M7 or in M8. Here the system will check

the battery SoC to know whether the battery needs to charge or not. If the battery

needs to charge, G will consider knowing the next day PV power generation will be

more than enough to cover the load demand of that day or not. If the input data G

suggests that the PV generation will not be enough to fulfill the load demand, the

system will enter to M7 to charge the battery from the grid with the lowest tariff

value or the system will enter to M8 and the battery will stay on idle condition. As

there is no PV generation in this case, the total load power will consume from the

unity grid in both operating modes.
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Chapter 6

EMS with Stateflow Model

6.1 Stateflow Model

Stateflow® is a graphical language, which can use to describe how MATLAB® al-

gorithm and Simulink® models react with the input signals, events, and time-based

conditions. It includes state transition diagrams, flow charts, state transition tables,

and truth tables. Event-based and interactive graphical design toolbox Stateflow

operates based on finite-state machine theory. Stateflow allows graphical program-

ming by visualizing the behavior of the elements to analyze the system performance.

Stateflow enables to design and develop supervisory control, task scheduling, fault

management, communication protocols, user interface, and hybrid system. Also, it

is easy to transform Stateflow to C code, which can implement the proposed EMS

convenient for EC applications.

Stateflow is used for dynamically control of the energy management system in Simulink

model and it receives or sends all the required inputs of the EMS from or to other

Simulink blocks to model the full system in Simulink. For the implementation of

the proposed EMS in Stateflow, a chart block is used in the MATLAB/Simulink®

where the block takes the input data and performs the EMS algorithm to generate

the required output data. The Stateflow model is generated based on the flow chart

as discussed in section 5.2 to perform the EMS algorithm. Figure 6-1 shows the basic

layout of the EMS using the chart block in the Stateflow model.
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Figure 6-1: EMS with Stateflow model

6.2 Implementation and Verification of EMS Al-

gorithm Stateflow Model

In the Stateflow model, the connective junction is used to perform the proposed algo-

rithm. A connective junction is a graphical object that simplifies Stateflow diagram

representations and facilitates the generation of efficient code. Connective junction

is one of the best choices to implement and justify a condition-based algorithm.

Figure 6-2 represents the basic layout of the Stateflow model with connective junc-

tion. The layout shows how connective junctions (displayed as small circles in yellow

color) are used to represent the flow of the algorithm with the if condition. The path

between the connective junction is called transitions, which is used to check for the

condition of the algorithm and comment the system about the action based on the

condition. Where the “Square brackets” used for the condition state of the algorithm
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and the “Curly brackets” used to commend the action state need to perform if the

condition is satisfied. All the conditions and action states have to be connected to

perform the algorithm with the step size.

Figure 6-2: Stateflow model using connective junction

6.2.1 Stateflow Model for the Proposed Algorithm

For the implementation of the EMS algorithm, one of the input data is PV generation

power and the PV power is calculated from the simulation which is discussed in section

4.3. Load power is the real-time data taken from the system and tariff profile is the

real-time data collected from “OMIE”. All the input data is taken with a one-minute

interval as the step size of the algorithm is chosen in minutes.

The Stateflow model takes all the required input data and performs the algorithm

step by step. The first step of the system will compare PV power, load demand, and

tariff profile to choose the case of operation. Inside all the operation cases, there will

be more conditions to decide the mode of operation. In all the stages, the system will

enter any of the operation modes, and based on the action commend it will provide

the output regarding grid power, battery power, and costing. After entering the

appropriate case, the system will calculate the required value such as Pr(t), Pd(t),

and Pbattery, which will use inside the case to perform the action state of the mode of

operation. Here Pr(t) is the remaining power calculated based on equation (5.2), Pd(t)

is the demanding power calculated from equation (5.3), and Pbattery is the required
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battery power to charge it, which is calculated based on equation (6.1).

Pbattery(t) = PBmax − Pb(t) (6.1)

where PBmax is the maximum power level of the battery, Pb(t) is the instantaneous

battery power and Pbattery is the power required to fully charge the battery. This

value of Pbattery is used for Case C and Case D to charge battery from the grid.

Figure 6-3 shows a part with simple layout of the Stateflow model to demonstrate

the implementation of Case A.

Figure 6-3: Stateflow model using connective junction

The above Stateflow model demonstrated the basic implementation of the pro-

posed algorithm base on the flow chart shown in section 5-2. This demonstration is

done for Case A, where the PV generation is higher than load demand. As shown

in the flowchart in Figure 5-2, after entering to the case the system need to perform

action state to calculate the remaining power Pr(t) and then it will check other con-

dition. There is three condition state to check and decide the mode of operation.

Figure 6-3 shows the condition command and the mode of operation in the active

state. All the transition paths between the connective junction have execution order

to perform the simulation, which will indicate which transition path will execute.

Here all the transition path with condition state are working with execution order

1 and the action states are performing with order 2, so that the system check the
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stage of the system first and then take the decision about the operation mode. Thus,

if the system satisfies the condition it will move to the forward connective junction,

otherwise, it will go backward and perform the action state. All the other cases have

been designed considering the same concept, where all the other required calculations

are performing inside the action state denoted as mode.

6.2.2 Verification of the Proposed EMS Algorithm

After performing the implementation of the proposed EMS algorithm, the power-

sharing between grid and battery is checked to justify that the mode is working

shifting properly based on the algorithm. Figure 6-4 shows the power flow through

the MG system with the indication of operation mode to justify the implementation

of the proposed EMS algorithm.

Some random data of PV generation and load demand has been used to verify the

implementation of the proposed algorithm. For the verification, the simulation has

been performed by taking data for one day with time intervals in hours. The tariff

value used for this simulation is the emulated tariff data for one day. The input data

is considered to perform as much mode shifting can occur to verify the algorithm.

Figure 6-4 demonstrates the power flow of the MG system based on the implemen-

tation of the proposed EMS algorithm. Where the system is taking PV power and

load demand as the input data and providing grid power and battery power as the

output data of the system. In the beginning when there is no PV power, as the tariff

profile is higher than FiT and also considering next day solar radiance forecasting

the system enters to M8, which is the battery idle condition. The curve shows that

there is no power flow through the battery and the grid is providing the entire load

demand, which indicates that the system is operating in M8. After that, when the

PV generation is less than load demand (Case B), as the tariff is greater than FiT

the system enter to M6 where the demanding power Pd is providing from the bat-

tery and grid stay in idle condition, the positive battery power flow denotes battery

discharging mode.
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Figure 6-4: Power flow through the MG system to verify the operation of the EMS

Then as the PV generation is greater than load demand (Case A), the system

checks battery SoC and tariff profile and enters to M1. The negative grid power flow

indicates the power selling stage, also as there is no battery power flow the system is

working on M1. In the beginning and end of M1, there is a little amount of selling

power as the load demand is not much lower than PV generation and in the middle, as
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the load demand is less, approximately 4.8 kW PV generation is selling to the utility

grid. Then the system enters M4 based on the algorithm, where the grid is providing

the demanding power Pd to the load and the battery is in idle condition as the tariff

of that time period is equal to FiT. After that, the system again enters to Case B,

as the load demand is lower than PV power generation. In that state as the tariff

is lower than FiT and Pbattery is lower than Pr, the system enters to M3 where the

additional PV generation is using for both battery charging and selling to the grid,

though the amount of selling power is lower, the negative power flow through battery

and grid indicates the battery charging period and power selling to grid respectively.

Then as the load demand goes lower than grid power (Case B), the system compares

the tariff with the FiT value and enters to M4 where the grid is providing demanding

power to the load to cover the total load demand. Again, when the PV generation is

equal to zero, the grid is supplying all the load demand and the battery is in an idle

condition which indicates that the system is operating in M8. At the beginning of

M8, the tariff is lower than FiT, as the battery has charged in the previous operation

mode and now there is no need to charge, so the system is not operating at M7. The

mode shifting of the system indicates that the algorithm is executed properly.

6.3 Analysis of the EMS with Real-time Data In-

put

6.3.1 Power Flow Verification through the MG

After verifying the algorithm with random data, the simulation has been performed for

real-time data. In this case, the real-time PV generation, load demand, tariff profile

and next day solar irradiance G are used as the input data of the Stateflow model

and the simulation has been done for one day considering per minutes time interval.

Figure 6-5 shows the value of the next solar irradiance used in this simulation.
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Figure 6-5: Next day solar irradiance profile

Where the PV power generation data is coming from the simulation performed

in section 4.3, the load power and tariff profile are the real-time data taking from

the system and “OMIE” website respectively. The FiT value is selected considering

the maximum and minimum tariff value of the day. Figure 6-6 shows the power flow

through the MG system with real-time data.

Figure 6-6 represents the power flow management through the utility grid and battery

based on the real PV generation and load demand data of a day with a time interval

of 1 minute. At the beginning and end of the day, when there is no PV generation,

the EMS check the tariff profile and the next day solar radiation to decide the mode

of operation and enter to M8. Where the battery remains in idle condition and all

the load power is supplied by the grid. When the PV generation is greater than

load demand (Case A), the system operates on M1, which is battery idle and PV

power selling operating mode. The negative power flow through the grid indicates

that the additional PV power is selling to the grid and the amount of PV power is

the difference between PV generation and load demand, calculated by using equation

(5.2).

Then the system enters to Case B, where the PV generation is lower than load

demand. In this case, the system checks the tariff profile to decide whether the grid

or battery will provide the demanding power. First, the system operates in M6,

where all the demanding power is supplying from the battery, the positive power flow

76



through the battery indicates discharging period. Then when the tariff goes lower

than FiT, the system operates on M4. Where the demanding power calculated based

on equation (5.3) provides from the grid and battery stays in idle condition.

Figure 6-6: Power flow through the MG system with real-time data
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Figure 6-7 shows the total power generation and consumption of the MG system,

where total generation is the summation of PV power, battery power and power

taking from the utility grid and total consumption is the load demand.

Figure 6-7: Total power generation and consumption of the MG system

6.3.2 Cost calculation of the EC

Since there is both buying and selling power from the grid, so the Stateflow provides

costing for both buying power from the grid and selling power to the grid. Then

the final costing is calculated by subtracting the selling power cost from the buying

power. The calculation of buying and selling power is done inside the active state for

the specific operation mode considering the instantaneous tariff profile.

The buying power costing is the cost of grid power which is consuming for load

demand and battery charging. While the selling power cost is the cost of PV power

that is supplying to the grid, which is calculated based on the tariff value during the

PV power selling period.

Figure 6-8 shows the cost of buying power from the grid, selling power to the grid,

and finally, the total cumulative cost of the energy need to pay.
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Figure 6-8: Cost of the energy consumption

For better analysis with a different scenario and to find out optimum solution

LCOE is also considered for the total cost calculation. The LCOE calculation is done

based on the formulas described in section 3.5.1. The formula for LCOE calculation

indicates that the only variable which varies with time is the fractional number of PV

array used for supplying surplus PV power and direct PV power Nsurplus and Ndirect

respectively. So, the Stateflow model is performed also to provide output regarding

the number of fractional PV arrays for surplus and direct PV power generation.

Table 6.1 shows the parameters considered for the cost analysis of the system to

obtain LCOE. Where all the cost assumption is based on section 3.2 and section 3.3

for the PV system and ESSs respectively. The LCOE calculation has been done using

MATLAB® function, where the function is an operation based on the instantaneous

value of Ndirect and Nsurplus and other values are considered as mentioned in the table

below.
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Table 6.1: Parameters considered for the calculation of the LCOE

Parameters values

Capital cost of PV panel 750 e/kWp

Installation cost of PV panel 2500 e/kWp

O/M cost of PV system 10 e/kWp

Capital cost of ESSs 500 e/kWh

O/M cost of ESSs 15 e/kWh

Efficiency of ESSs 85%

Life time 20

Degradation rate of PV 0.4%

Degradation rate of ESSs 1%

Discount rate 1%

Figure 6-9: Number of fractional PV array for surplus and direct power generation

Figure 6-9 shows the fractional number of surplus and direct PV power generation,

which is calculated with the same real-time data input used in the previous section

for the verification of the proposed EMS algorithm. Figure 6-9 demonstrates the

number of fractional PV array for surplus and direct PV power generation. Direct

PV power is the PV generation that is directly going to the load, the blue curve in
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the figure indicates the number of fractional PV arrays using for direct power supply.

The number of fractional PV array for surplus PV power is indicating by green in the

figure, is the PV power which is not using for load demand directly. As in Case B

after 12 pm of the day with this data input all the PV power is using for load demand,

so the value of Nsurplus is zero at that duration. Also, the graph indicates that the

summation of Ndirect and Nsurplus is either equal or less than 40. Because the total

number of PV arrays used for the system design is 40. The calculation of LCOE of

the system is implemented based on equation (3.15) and the implementation is done

on MATLAB script taking the continuous value of Nsurplus and Ndirect. Figure 6-10

shows the instantaneous and cumulative LCOE.

Figure 6-10: LCOE of the system

The equation used for the calculation of the LCOE indicates that the only variable

part is the value of Cpvsurplus, Cpvdirect and Epvdirect. So the instantaneous LCOE value

varies with the value of Nsurplus and Ndirect, also there is a small amount of LCOE in

case of no PV power generation because of the constant part of the cost and energy

of the energy storage. The cumulative LCOE started from zero and increases, the
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rate of increase is higher when there is a certain amount of PV generation.

Figure 6-11 shows the cumulative total cost considering the LCOE.

Figure 6-11: Total cost with LCOE

Total cost of the system is calculated by adding the cumulative total cost of the

system with the cumulative LCOE of the system. The amount of total cost is 19.14

e. Table 6.2 shows complete one year cost for base system, PV only system and

hybrid system.

Table 6.2: Cost comparison considering

System type Total cost

Base system 12880 e

PV system 9282 e

Hybrid system 6955 e

The cost analysis shows that the hybrid system is offering savings of 5925 e at

complete one year.
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Chapter 7

Result and Discussion

7.1 Analysis of the EMS with Different Input Data

The simulation has been performed taking the input data of another day to observe

the behavior of the system and verify the proposed EMS. The value of FiT is selected

based on the maximum and minimum level of the tariff value of that day. The solar

irradiance of the next day of that day is considered to check the day ahead PV

generation will be enough for the load demand or not. The simulation is performed

taking the input data of PV power generation, load demand, tariff profile, and next-

day solar irradiance.

Figure 7-1 shows the tariff profile with the FiT value of that day and the power flow

through the MG system with a specific indication of the operating mode. The power

flow through the MG system indicates that the system stays at M8 at the beginning

of the day when all the load demand is providing from the utility grid and the battery

stays on idle condition.

Then when the system enters to Case A, where the PV power generation is greater

than the load demand, as the tariff profile indicates that the tariff at the duration is

either equal or lower than the FiT value, the system will not enter to M1. The system

will check battery SoC and compare the maximum battery power with the value of

remaining power to select the operation mode. In Case A, the system operates in

M2 and M3. The operation modes fluctuate between M2 and M3 based on the value
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of PBmax and Pr, as described in the flow chart. In M2, all the remaining power is

used to charge the battery and there is no power flow through the grid, and in M3

the remaining power is used for both battery charging and selling PV power to the

grid.

Figure 7-1: Tariff profile and power flow through the MG
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After that when the PV power generation goes lower than load demand (Case B),

the system checks the tariff profile to decide that whether the utility grid or battery

will supply the demanding power to the load. In this simulation as the tariff profile

shows that the tariff value of that time duration is lower than the FiT, the system

will enter to M4, where all the required demanding power is providing from the grid

and the battery stays in idle condition.

Then when the PV generation again goes to zero levels, the system will operate

either on M7 or M8 considering the tariff profile and next-day solar irradiance. In

this simulation, the value of G suggests that the next day solar radiation will not be

enough to cover all the load demand, so the EMS system will check the tariff profile

and use the lower tariff value to charge the battery.

In the time duration roughly between 5 pm to 8 pm, as the tariff is lower than the

FiT value the system operates at M7 where the battery is charging from the grid,

negative power flow through the battery indicates charging periods. Also, the higher

grid power flow level indicates that the total load power and battery charging power

are coming from the utility grid.

In figure 7-1, the overlapping load power and total generation indicates that the total

load demand of the MG system is providing from the total generation of the MG,

where the total generation is the summation of PV power, grid power, and battery

power with their corresponding sign.

Energy cost calculation has done in this simulation for buying power and selling

power, total power is the subtraction of selling power cost from the cost of buying

power.

Figure 7-2 shows the cost of energy for buying power, selling power, and the total

cost of energy on the day.
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Figure 7-2: Cost of energy

Figure 7-3: LCOE of the system

Figure 7-3 shows the instantaneous and cumulative LCOE of the system with this
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combination of operating modes. The LCOE depends on the number of fractional PV

array. The higher two level of LCOE value indicates that in this duration there is both

the value of Ndirect and Nsurplus. The value of Nsurplus is due to the PV generation

which is using for battery charging.

The total cost is the summation of total cost of energy and the cumulative LCOE

of the system. The total cost for this day is 21.65 e. Table 7.1 shows complete one

year cost for base system, PV only system and hybrid system with this combination

of input data.

Table 7.1: Cost comparison considering

System type Total cost

Base system 11610 e

PV system 6856 e

Hybrid system 7821 e

The cost analysis shows that the hybrid system is offering savings of 3789 e at

complete one year.

7.2 With ± 25% Load Power Variation

To analyze the performance of the system and total cost of the system including

LCOE with the EMS, the simulation has been performed at different combinations

of input data. In this case, the simulation has been performed by varying the load

demand data considering 25% higher and lower load power to analyze and verify the

EMS.

7.2.1 Considering 25% Higher Load Demand

The simulation has been performed taking load demand 25% higher than the real

load demand of that day to observe the power flow and costing based on the proposed

EMS. The real-time value of PV generation and tariff profile of that same day is used
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as the input data. In this simulation, the FiT value is selected as 0.0750 e/kWh

considering the maximum and minimum tariff value of that day. The value of input

data G suggests that the next day solar radiation will not be enough to cover all the

load demand.

Figure 7-4 shows the tariff profile of that day, which is considered as one of the input

data and power flow through the MG based on the proposed EMS. The operating

mode of the system is also indicating below the curve. It indicates that the system

operates at M8 at the beginning of the when the PV generation is equal to zero as

the tariff profile is higher than the FiT level. After that, the system enters into Case

A and operates at M1 where the additional PV generation is selling to the grid as the

tariff level is higher than FiT. As the load demand is considered higher, the system

stays to Case A for less time duration and then enters to Case B.

During Case B, the system checks the tariff profile to decide either battery or grid

will provide the demanding power. As Figure 7-4 shows that the tariff value is greater

than FiT, the system operates at M6 where the total demanding power is providing

from the battery. The positive battery power flow indicates discharging period and

the grid stays at idle condition during that mode of operation. Then as the tariff

goes lower than the FiT value, the system enters M4 to receive the demanding power

from the grid and the battery stays in idle condition.

After that when the PV generation again goes equal to zero, the system operates

either on M7 or M8 based on the tariff value as the input data G indicates next day

solar radiation will not be enough for load demand. As long the tariff is lower than

the FiT value the system operates at M7 where the battery is charging from the grid.

When the tariff is higher than the FiT value, the system operates at M8 where the

battery stays in idle condition and the grid is providing all the load power.
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Figure 7-4: Power flow through the MG

Figure 7-5 shows the cost of energy with buying power and selling power cost in

a different plot. As the load power is considered 25% higher, so the cost of buying

power is higher and the cost of selling power is lower than the real data simulation

result as discussed in the previous section. The amount of buying power cost is much

higher, so the total cumulative cost of energy of the day is higher. The curve of the

total cost of energy indicates that there is not a lot of cost reduction during the period

89



when the system is operating at M1 to sell PV generation to the grid as the amount

of selling power is less.

Figure 7-5: Cost of energy

Figure 7-6: LCOE of the system
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Also, the instantaneous and cumulative value of LCOE is plotted to analyze the

effect of load variation. In this simulation, the highest amount of LCOE calculated is

0.9348 eand the cumulative sum of the LCOE is 250.7 e. Figure 7-6 demonstrates

the instantaneous and cumulative LCOE of the system.

The calculated total cost of energy for that day including the LCOE of the system is

31.947 e.

Table 7.2 shows complete one year cost for the base system, PV only system, and

hybrid system with this combination of input data.

Table 7.2: Cost comparison considering

System type Total cost

Base system 20090 e

PV system 14520 e

Hybrid system 11650 e

The cost analysis shows that the hybrid system is offering savings of 8440 e at

complete one year.

7.2.2 Considering 25% Lower Load Demand

Again the simulation has been performed considering 25% lower load demand than

the real data, where all the other input data is kept same as section 7.2.1. As, all

the other input data is same, the system operates with the same sequence of mode

shifting, only the amount of power flow, duration of operation mode and costing of

the system varies.

Figure 7-7 shows the power flow through the MG with mode of operation indication

and the tariff profile of that day.
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Figure 7-7: Power flow through the MG

In Figure 7-7, although the sequence of mode shifting is same as Figure 7-4 the

duration of M1 and M6 varies. In this simulation, the system stays on M1 longer, as

the load demand is lower so Case A is longer. Here the maximum PV power selling to

the grid is 5.91 kW, where it was 3.19 kW for 25% higher load demand case. In M6

where the battery is discharging to supply the demanding power, as the load power

is 25% lower in this simulation, the maximum amount of battery discharging power
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is 3.14 kW in M6; while it was 7.8 kW at M6 in Figure 7-4.

In M7, where the grid supplies all the load demand and also charges the battery, the

grid power reaches the maximum level at 6.5 kW. But in the simulation with 25%

more load demand, the maximum grid power at M7 was 10.77 kW.

Figure 7-8 shows the total cost of energy with buying power cost and selling power

cost. As the load demand is considered 25% lower in this simulation, so the cost

reduces comparing with the last simulation. In this simulation, the system stays at

M1 for a longer duration and the amount of selling power is higher, so the cost of

selling power is higher and the effect of that is more visible in the total cost curve.

The total cost reduces to a certain level during the PV power selling period M1. Here

the selling power cost is 4744.21 e, while it was only 1053 efor a higher load power

combination. Finally, the total cost of energy of the day is 11404.4 e, while it was

double (22440 e) in the last simulation.

Figure 7-8: Cost of energy

Figure 7-9 shows the instantaneous and cumulative LOCE curve for the simulation

with lower load demand. Comparing this curve with Figure 7-6, it is visible that the

LCOE decreases with lower load demand. The highest instantaneous LCOE value is
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0.564 e, which is lower than the value 0.9348 eat Figure 7-9. The total cumulative

LCOE is 186.091 e, while it was 250.7 efor higher load demand simulation.

Figure 7-9: LCOE of the system

The total cost of energy including LCOE in this simulation is 15.563 e, which is

roughly half of the cost for higher load demand.

Table 7.3 shows complete one year cost for base system, PV only system and hybrid

system with this combination of input data.

Table 7.3: Cost comparison considering

System type Total cost

Base system 12360 e

PV system 8193 e

Hybrid system 5615 e

The cost analysis shows that the hybrid system is offering savings of 6745 e at

complete one year.
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7.3 Considering the Effect of PV Power Forecast-

ing and PV Power Generation on LCOE

To analyze the effect of PV power generation on LCOE and consider the simulation

that the PV forecasting and PV power generation may not be equal, the simulation

has been performed simultaneously with real PV data and PV data with error. As

the variation PV generation will affect only the calculation of LCOE, the simulation

has been performed to analyze the LCOE variation.

The implementation of the EMS with different PV power data is done in the same

simulation model by creating a subsystem. In the first stage, the simulation has been

performed considering that the PV power generation is lower than the PV power

forecasting. So, the simulation model is implemented with two subsystems wherein

one subsystem the real-time PV generation value is used as the input data and in

the other one, the PV generation forecasting is used. All the other input values

are kept the same for both subsystems. As the difference between PV generation

and forecasting is not large, in both cases the system operates in the same mode of

operation.

Figure 7-10 shows the graph of PV power and LCOE for both real-time PV generation

and PV forecasting value. It indicates that the value of instantaneous LCOE goes

lower if the PV power generation goes lower than the PV power forecasting. Also,

this effect is more visible for Case B stage, as in case the LCOE decreases with the

same percentage PV power generation goes lower than the PV power forecasting, as

in this case all the PV power is supplying load power, so there is only the value of

Ndirect for the calculation of LCOE while the value of Nsurplus is zero.

In Case A, as the additional PV power generation is selling to the grid, so the lower

PV power generation is not creating any difference in LCOE calculation because lower

PV power generation is not affecting the value of Nsurplus.
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Figure 7-10: Effect of PV power variation on LCOE

Again the simulation is performed considering that the PV power generation is

higher than the PV power forecasting to observe the effect of PV power variation on

LCOE. Figure 7-11 shows the simulation result with PV power and LCOE to analyze

the effect of PV power variation on the LCOE of the system. The graph indicates

that the LCOE increases with the higher PV power generation. As the PV power

generation is higher than the PV power forecasting, the calculated LCOE goes higher

with the same percentage.

Figure 7-11: Effect of PV power variation on LCOE

7.4 Analysis of LCOE for PV Only and Hybrid

system

The analysis of the LCOE is done considering the calculation of the LCOE for the

hybrid system and PV only system identically. Here in the hybrid system, the LCOE
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is calculated considering both the PV system and ESSs system. While in the PV-

only system, the LCOE is calculated for the PV system alone considering that ESSs

are not connected. The aim of this simulation is to analyze the LCOE variation.

Equation (3.15) is used for the calculation of the LCOE for the hybrid system, while

for the calculation of the LCOE for PV only case equation (7.1) is used, where the

only difference is that the cost and energy of ESSs is not considering for PV only

case.

LCOEsystem =
Cpvdirect

Epvdirect

(7.1)

To calculate the LCOE for both hybrid and PV the only system, the simulation is

performed with the same input data so that the system operates in the same operat-

ing mode. So the same value of Ndirect and Nsurplus are used for the calculation of the

LCOE based on equation (3.15) and (7.1) for the hybrid system and PV only system

respectively.

Figure 7-12 demonstrate the LCOE which is calculated considering both hybrid sys-

tem and PV only system separately.

Figure 7-12: Instantaneous LCOE for hybrid system and PV only system

Figure 7-12 shows that in Case A when the PV power is greater than load de-

mand, the LCOE for the hybrid system is higher than the LCOE for the PV the

only system. As in Case A, there is both direct and surplus PV power generation,
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so the LCOE for the hybrid system is higher than the PV system. Because in PV

only system, only direct PV power generation is considered for the calculation of the

LCOE.

In Case B, where the PV power is less than load demand, at that duration there will

be only PV direct power and no surplus PV generation. So based on equation 3.15

and 7.1, the only difference between the calculation of LCOE for the hybrid system

and PV system is the consideration of the cost and energy of the ESSs. As the cost

of ESSs is lower than the total energy generation over the whole year, so the formula

of the LCOE measurement for PV system denominator has a higher value than the

nominator comparing with the formula for the hybrid system. As a result, in that

duration, the value of LCOE for the hybrid system goes lower than the LCOE for the

PV system.

The cumulative value of LCOE for the hybrid system and PV system has been an-

alyzed to observe the relation between them. Figure 7-13 represents the cumulative

LCOE for hybrid system and PV system. As the hybrid system is considering both

the PV system and ESSs, whether there is PV generation or not there is an amount

of LCOE calculated. So the amount of cumulative LCOE for the hybrid system is

greater than the LCOE for the PV system.

Figure 7-13: Cumulative LCOE for hybrid system and PV only system

The measured LCOE for hybrid system and PV system has also been plotted with
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respect to PV power generation. Figure 7-14 represents the LCOE with respect to

PV power generation for both hybrid system and PV system. The LCOE for hybrid

system is grater than PV system, while the PV generation between 2 to 4 kWp the

difference between the LCOE for hybrid system and PV system is comparatively less

than other PV power generation range.

Figure 7-14: LCOE for hybrid system and PV only system with respect to power

7.5 Cost Analysis for One Year

The cost analysis for the whole year has been done separately for the base system,

PV system, and hybrid system, where the base system is considered that all the load

demand is supplying from the utility grid, the hybrid system is the AC MG including

PV generation and ESS, and the PV system is the AC MG which is not connected

with the ESS. The cost comparison has been done by varying load demand to find

out the optimal solution.

Figure 7-15 shows the cumulative cost comparison result for the base system, PV

system, and hybrid system for the complete year considering normal load demand.

The curve shows that the cumulative cost of the base system is higher than both

PV and hybrid systems, as in the base system the total load demand is supplying
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from the utility grid. The PV system is the MG system without ESS and the hybrid

system is the AC MG system with PV generation and ESS which is working based

on the proposed EMS. The cost analysis indicates that the hybrid system is offering

the lowest amount of cost.

Figure 7-15: Cost comparison considering normal load condition

Table 7.4 shows the final value of cumulative cost for the three different system.

Which is justifying that the hybrid system is saving 7544 e electricity costing for the

consuming comparing with the base system.

Table 7.4: Cost comparison considering normal load demand

System type Cumulative cost

Base system 16220 e

PV system 11460 e

Hybrid system 8676 e

After that, the cost analysis has been performed considering 25% higher load

demand to compare the effectiveness of the proposed EMS algorithm. Figure 7-16

demonstrate the costing for three different systems to compare the saving of electricity

costing with EMS. The graph shows that the costing increased for all the systems.
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The cost of the hybrid system is offering the lowest amount of cost with this higher

load condition.

Figure 7-16: Cost comparison considering 25% higher load condition

Table 7.5 shows the final value of cumulative cost for the three different system

considering 25% higher load demand. Which is justifying that the hybrid system is

saving 8440 e electricity costing for the consuming comparing with the base system.

The saving with this combination is higher than the normal load condition. So, the

EMS is effective with higher load demand.

Table 7.5: Cost comparison considering 25% higher load demand

System type Cumulative cost

Base system 20090 e

PV system 14820 e

Hybrid system 11650 e

The simulation has also been performed taking 25% lower load demand to analyze

the costing of the base system, PV system, and hybrid system. Figure 7-17 represents

the cost analysis for all the three system combination. It shows that the cost is

reduced for all combinations as the load demand is considering lower. The curve is
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also revealing that the hybrid system cost goes much lower value because based on

the proposed algorithm for lower load demand the system will stay longer in Case A

and sell the additional PV generation.

Figure 7-17: Cost comparison considering 25% lower load demand

Table 7.6 shows the final value of cumulative cost for the three different system

considering 25% lower load demand. Cost analysis is justifying that the hybrid system

is saving 6745 e electricity costing for the consumption comparing with the base

system.

Table 7.6: Cost comparison considering 25% lower load demand

System type Cumulative cost

Base system 12360 e

PV system 8193 e

Hybrid system 5615 e

Cost comparison for different system combinations considering various load de-

mands shows that the proposed EMS is offering the highest amount of saving.
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7.6 Payback Time Calculation

The payback period is the amount of time the system takes to generate the amount

of energy equivalent to the amount that took to produce the system, on the other

way it can be said that payback time is the duration the system will take to recover

the cost of installation.

The payback time calculation has been done for the hybrid system considering the

savings of energy consumption. Based on the data as shown in Table 6.1, the total

installation cost of the hybrid system is 49780 e. The calculation of payback time is

done by dividing the total installation cost of the hybrid system by the annual savings

of the system. The calculation has been done for three different load combinations.

Table 7.7 shows the payback time of the hybrid system considering three different

load demand data as discussed in section 7.5.

Table 7.7: Payback time

Load demand condition Payback time(Years)

Normal load demand 6

25% higher load demand 5

25% lower load demand 9

7.7 Real-time Implementation

The Stateflow model of the proposed EMS has been implemented and analyzed with

real-time data. All the simulation result mentioned in the work has done with real-

time data. Besides that, the main advantage of the Stateflow analysis EMS model is

that the algorithm can be easily translated to C language and implemented in real-

time system analysis.

Figure 7-18 shows a timing diagram for the implementation of the EMS considering

that the Stateflow model is implemented using “Raspberry pi”.

Where the EMS is operating based on the input data and generating the battery
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power and grid power reference signals. The real-time implementation of the EMS is

performing on “raspberry Pi” and the hybrid system operation is based on the output

signal of it.

Figure 7-18: Real-time implementation time diagram

After generating the algorithm the next step is implementation, where the State-

flow model is converted to C language. The generated code is used for the integration

between software and hardware implementation. For the code generation, the key

work is to select the right hardware. Here “Raspberry Pi” is selected for implement-

ing the system.

C code can be generated from Simulink® models that include Stateflow® using

Simulink CoderTM. In addition to Simulink Coder, Embedded CoderTM can be used

to enhance the code generation. When the C code is generated for a target, the
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Stateflow parser evaluates the graphical and non-graphical objects and data in each

Stateflow machine against the supported chart notation and the action language syn-

tax.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

In this work, the development of EMS for the application of energy communities is

demonstrated, where the system is considered PV system as distributed resources

and li-ion battery as the energy storage. Besides the PV power generation and load

demand input data, the system is considering the tariff profile of the respective day

and the next day solar irradiance forecasting to decide the mode of operation.

The basic concept of energy communities, microgrid, distributed generation, energy

storage systems, Levelized cost of energy along with all the other relevant terms for

the work are discussed at the beginning of the report. The step-by-step design pro-

cedures, consideration, mathematical calculations of the system development, and

required terms for the work are presented. The concept, consideration, and decision-

making of the proposed EMS are discussed in detail with a flowchart and required

equation. This work is considering a PV power system with 10 kWp power rating.

The temperature and solar radiance data are collected for the specific location. In-

stantaneous tariff value has been taken from OMIE.

In the first step of the work, the simulation model of the MG system has been imple-

mented for understanding the power management and sharing within the MG. Then

the implementation of the proposed EMS has been done and the proposed EMS has

been analyzed with several combinations of input data to justify that the algorithm is

107



working properly. Finally, the cost analysis has been done to verify that the proposed

EMS is reducing the cost of electricity. The cost analysis of the system has been done

considering LCOE.

The cost analysis has been done for the base case, PV system, and hybrid system.

The cost analysis shows that the proposed EMS can reduce 35.93% cost for the PV

system and 45.71% cost for the hybrid system comparing with the base system. The

implementation of the proposed EMS algorithm has been done using both MATLAB

Simulink and Stateflow model in Simulink. The verification of the algorithm has been

done with several input combinations for complete one-day real-time data.

8.2 Future Work

The main aim of this thesis is to supply the load with minimum cost for the consumer

by selling additional PV generation power, and controlling ESSs charging/discharging

periods. Although the LCOE is considered for the costing of the system, the ESSs

replacement cost is not included. In addition, the Simulink model to generate PV

voltage from the solar irradiance value is introducing some error during the shifting

from zero radiance to a certain value of solar irradiance.

The following future work will make the EMS more sophisticated and worthy:

• Consider of battery replacement cost

• Obtain real-time PV generation power, instead of calculating though simulation

• Consider average and instantaneous value of Nsurplus and Ndirect for more accu-

rate LCOE

• Implement the Stateflow model in “Raspberry Pi”
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Appendix A

Data sheet

Battery module data sheet

Figure A-1: eBick Li-ion battery
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Figure A-2: Solar panels
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