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Abstract

Quantum abstract detecting systems (QADS) were introduced as a common framework
for the study and design of detecting algorithms in a quantum computing setting. In
this paper, we introduce new families of such QADS, known as combinatorial and
rotational, which, respectively, generalize detecting systems based on single qubit
controlled gates and on Grover’s algorithm. We study the algorithmic closure of each
family and prove that some of these QADS are equivalent (in the sense of having the
same detection rate) to others constructed from tensor product of controlled operators
and their square roots. We also apply the combinatorial QADS construction to a
problem of eigenvalue decision, and to a problem of phase estimation.

Keywords Quantum abstract detecting systems - Grover’s algorithm - Quantum
walks - Quantum abstract search - Combinatorial QADS - Rotational QADS

1 Introduction

Quantum abstract detecting systems were introduced in [4] as a common framework
for the study and design of detection algorithms in a quantum computing setting.
Namely, given a black-box oracle for a Boolean function f, the QADS construct an
initial state and an operator that can be used to detect if the function is identically
zero or not. For instance, if O denotes a quantum oracle evaluating f, then the QADS
related to Grover’s algorithm [7] constructs a uniform superposition initial state |pg)
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and a quantum operator U = G O, product of the quantum oracle and the diffusion
operator G. Such an operator can be used to evolve the quantum system from the initial
state, so that measurement of the resulting state U’|gg) gives always |@g) when f is
zero, whereas when f is not zero, it gives the initial state with small probability. These
facts can be used to determine whether f is zero or not, i.e., to detect the existence of
an element x such that f(x) = 1.

In general, a QADS is any (classical deterministic) algorithm that takes, from a
set of inputs M, a Boolean function (given by a circuit) f : {0, 1}* — {0, 1} and
outputs a unitary transformation U = Uy on a Hilbert space H whose dimension only
depends on k, together with a state |¢g) € H (that only depends on k too) such that

fx €0, )" | f(x) =1} =0 = Ulgo) = Ipo)

The transformation U is called detecting operator, and |¢q) is known as the initial
state.

QADS related to other well-known quantum computing search methodologies, such
as quantum walks [12,14,16,18] or the quantum abstract search [3] and even other non-
search techniques (like Deutsch—Jozsa algorithm [5]) have been considered [4]. In all
these cases, the detection scheme is similar to the one for Grover’s QADS:

Algorithm 1 (Detection scheme)
INPUT: A QADS Q, a boolean function f : {0, 1} — {0, 1} from
the set of inputs M of the QADS, and a natural number T.
PROCEDURE:
- PRECOMPUTATION of the initial state |@o) and the detecting
operator U with Q on input f.
- COMPUTATION:

- Choose t uniformly in the set {0, 1, ..., T}

- Compute |¢;) = U’ |go).
-MEASUREMENT of |¢;) on an orthonormal basis containing |¢p).
OUTPUT:
- NO: If the measurement is the initial state |@g).
- YES: Otherwise.

The detection scheme is readily described by the following circuit:

o0 =

There are two main advantages for the introduction of the QADS methodology.
The first one is that it helps to systematically analyze the effectiveness of the detection
procedures under study. Namely, the actual usefulness of a particular QADS can
be analyzed in terms of a trade-off between the precomputation cost of the QADS
(efficient constructibility), and the number of iterations required to achieve a bounded
success probability in Algorithm 1. A QADS is called efficiently constructible if for any
input circuit f € M of size n, the output pair initial state/unitary transformation can be
computed in O (poly(n)) time and, as a consequence, their circuits are of O (poly(n))
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width, depth and number of gates. On the other hand, if (o), U = U (f)) is the output
of a QADS on input f € M, then fora given0 < § < 1,afunction7T : N - Nisa
8-quantum detecting time for the QADS, if for all nonzero f € M of input size k

k
S0 lgolU'lgo) P _
T(k)+1 = '

So, for instance, the QADS of Grover search provides efficient constructibility and a
JV2-1
4v2 . .
algorithms that do not look into the oracle. In general, the following result can be

proved:

—detection time of order O (+/2%), which is optimal among the class of quantum

Theorem 1 [4, Main Theorem] The detection scheme of Algorithm 1 always provides
a correct output on input zero (i.e., when no marked elements do exist), and so the
probability of error is fully attributed to nonzero inputs. Namely, such a probability is
equal to

ST ol U o) 2
T+1

Therefore, if a QADS is both efficiently constructible and has §—detecting time, then
the detection scheme can be run in O (poly(n)) precomputation time, and the detection
problem can be solved by a one-side error quantum algorithm with error at most 1 — 4.

The second advantage is that the methodology allows to construct new QADS from
given ones, which might yield better detecting probabilities. These transformations
are members of the algorithmic closure of QADS. Most of these closure procedures
are quite natural, such as extending the number of qubits used, inverting the detecting
operator, multiplication of detecting operators with the same initial state, conjugation
by aunitary operator, or controlling of a detecting operator with a qubit. The description
of some of them as quantum circuits and operators is given in Table 1.

In this paper, we introduce new families of QADS, known as combinatorial and
rotational, which, respectively, generalize detecting systems based on single qubit
controlled gates and on Grover’s algorithm. We study the algorithmic closure of each
family and prove that some of these QADS are equivalent (in the sense of having the
same detection rate) to others constructed from tensor product of controlled operators
and their square roots.

The structure of the paper is as follows. In Sect. 2, we introduce combinatorial QAD-
Sand study their algorithmic closure. Rotational QADS are introduced and studied in
Sect. 3, including their algorithmic closure. Applications of the combinatorial QADS
construction to an eigenvalue decision problem and to a phase estimation problem are
given in Sect. 4. Finally, some conclusions and intended future work are collected in
Sect. 5. Detailed proofs of the results presented in the paper can be found in Appendix.
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Fig. 1 Quantum circuit of a combinatorial QADS

2 m-Combinatorial QADS

In this section, we introduce m-combinatorial QADSas a generalization of QADS
based on single qubit controlled gates. We also study their properties, in particular
their efficient constructibility, detecting times, and algorithmic closure. First, let us
introduce the definition of combinatorial QADS.

Definition 1 If U is the detecting operator of a QADS Q, |¢p) is its initial state, and
m is a nonnegative integer, we define the m —combinatorial QADS obtained from Q
as the QADS whose initial state is |0)®™|¢p), and whose detecting operator is given
by

Cm,Uy):=(H®"®I)c\Us---cuUs (H®" Q1)

where ¢; Uy is the unitary operator that applies Uy to the second register if the ith
qubit of the first register is |1) and applies the identity if that qubit is |0) (i.e., it is the
operator U ¢ controlled by the ith qubit of the first register).

Observe that when m = 1, we recover the controlled QADS of [4] (7th entry in
Table 1 above). The following result, whose proof can be found in appendix, guar-
antees that the m—combinatorial QADS is indeed a QADS, and that it is efficiently
constructible provided the original QADS is.

Proposition 1 If we have a QADS Q providing an output (Uf, |<po)) on input f, then
for all m > 1 the algorithm that returns the operator depicted in circuit Fig. 1 and
the state |0Y®™ |@g) is also a QADS. What is more, if the original QADS is efficiently
constructible, so is the new QADS, for fixed m.

The reason that justifies the name “combinatorial” for this type of QADS is given
in the following result, where the amplitude of the state C(m, Uy) |0Y®" | o) related
to the state |0)®" |gp) is given.

Proposition 2 The amplitude of the state C (m, U ¢) |0Y®™ | o) related to the basis state
10)®™ o) is

l m
5> (’Z) (00l U%Ig0) )
k=0
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In appendix, a concrete and complete description of the state C (m, Uf)|0)®’71 l@o)
is given (Proposition 7). Such an expression can be useful, for instance, for pro-
viding algebraic proofs of some of the results related to the algorithmic closure of
combinatorial QADS that we introduce next. The proofs below are based on circuit
depiction of the QADS operators, which are less cumbersome. (More details are given
in appendix.) In these results, we determine some procedures which leave the subclass
of combinatorial QADS algorithmically closed.

Proposition 3 The extension, powers, and roots of an m—combinatorial QADS are
also m—combinatorial QADS.

Graphical sketch of proof

1. Extension: It is straightforward to see that the following circuit

(H]
10)® [H]

[H]
o) Uy
|0>®l @

is equivalent to

[H]
10)® H]

(H]
lpo) Uy
10)®! L]

2. Powers and roots: Since H2 = I, and U r commutes with itself, we have the
following equivalency for n s copies of the m —combinatorial detecting operator:

@ B}y —H) (i}

(H—
U0, 4&7 M
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Some other operations in the algorithmic closure of QADS might not leave the
subclass of combinatorial QADS closed. This is, for instance, the case of the product of
two combinatorial QADSwhen the corresponding detecting operators do not commute.
Next, we provide a result relating the detecting times of the combinatorial and the
original QADS. Its proof can be found in appendix.

Proposition 4 Ler Q be a QADS, and let Q be the corresponding m-combinatorial
QADS. Suppose S : N — N is a 8-detecting time for Q, and let z; = ((p()|U l®o)

for any | € N. Assume that, for all w € N, there exist a,, € R, oy € (0, ’21) such
that =92 " b2 < 1—34, withé > 0, and such that for alll = 0,...,m - S(k),

cos2 o (2»1)
arg (z7) € [ay — oy, ay + oyl Then, T : N — N given by T(w) = m - S(w) for all
w € Nis %—detecting time for Q.

The conditions on the previous result are satisfied, for instance, for a family of
QADS known as rotational, that we introduce in the next section.

3 Rotational QADS

In some well-studied searching procedures, the iterating operator acts only on a small-
dimensional invariant subspace, leaving the remaining directions unchanged. This is
the case, for instance, of the operator of Szegedy’s quantum walk with queries on
the complete graph [14], which acts on an invariant three-dimensional space when
only one vertex is marked, and on an invariant four-dimensional space when multiple
marked vertices are considered. Of course, this is also the case of the operator of
Grover’s search, which acts as a rotation in a two-dimensional invariant subspace and
leaves the orthogonal directions unaltered [7]. In this section, we consider QADS in
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which the detecting operator U behaves in this way, acting as a rotation in a two-
dimensional invariant subspace. Such an operator can be described by a matrix in
SO(2). As in the case of the combinatorial QADS, we study their properties, such
as an explicit expression of the final amplitude, and their algorithmic closure. We
also consider combinatorial QADS derived from rotational QADS, concluding some
interesting equivalences.

The definition of a rotational QADS is as follows.

Definition 2 If U is the detecting operator of a QADS Q with initial state |¢p), we
shall say that it is a rotational QADSif there exist « € [0, 27), orthonormal states
l¢1), lg2), and B, B2 € R, such that

L. leo) = Biler) + B2le2)
2. Uyle1) =cosa |@1) +sina |¢2)
3. Uflgz) = —sina |@1) + cosa |¢2)

As said before, the QADS associated with Grover’s search is a rotational QADS.
The detecting operator U ¢ of arotational QADS can be straightforwardly described by
coso —sina
sina  cos o
to an orthonormal basis whose first two elements are |@1), |¢2) is

a matrix ( € SO(2), since the coordinate matrix of Uy with respect

cosa —sina| 0
sina cosa | O
0 0 |l

In the following result, we obtain the amplitude of the state U r|gp). Its proof can
be found in Appendix, together with a generalized version for QADS that can be
described by an arbitrary matrix in the orthogonal group O (n) (Proposition 8).

Proposition 5 Given a rotational QADS with output (|go), U ), the state after k hits
of the detecting operator on the initial state is

Uglpo) = (B1 coska — Basinka)|pr) + (B1 sinka + B2 cos kar)|¢2)

In particular, the amplitude of such a final state, related to the initial state |@g), is
cos ko.

Analogously as in the case of combinatorial QADS, we consider different proce-
dures that allow to derive new rotational QADS from others. The proof, again, can be
found in Appendix.

Proposition 6 The powers, roots, and inversion of a rotational QADSare also rota-
tional QADS. Also, if two rotational QADS share the same initial state, then their
product is also a rotational QADS.

Like in the case of combinatorial QADS, some other operations in the algorithmic
closure of QADS might not leave the subclass of rotational QADS closed. This is,
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for instance, the case of the extension of a rotational QADS, or the product of two
rotational QADSwhen they do not share the same initial state.

Next, we want to study the m—combinatorial QADS of a rotational QADS. In
particular, we study the amplitude of the final state, related to the initial state, which is
connected to the detection rate when a single hit of the detecting operator is used. As a
consequence of Proposition 9 of Appendix, we conclude some interesting equivalences
of detecting operators from different QADS in the algorithmic closure related to the
square root QADS.

Theorem 2 If Q is a rotation QADS, m € Z%, and we consider the corresponding
m—combinatorial QADS, then the amplitude of the initial state after one hit of the
detecting operator, i.e., of C(m, U7)|0)"|@o), related to the initial state |0)™ |¢@o), is

2Lm é (IZ) coska = (cos (%))m cos (%m) 3)

As a consequence, the m—combinatorial QADS of a rotational QADS is equivalent,
in terms of detection rate when one single hit of the detecting operator is taken, to the
tensor product of m copies of its square root QADS, tensored with the mth power of
its square root QADS.

= [=
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In particular, when m is even, it is equivalent to the tensor product of %5 copies of
its controlled QADS, tensored with its %th power.

= [=

(ST

On the other hand, when m is odd, it is equivalent to the tensor product of "= 1

copies of its controlled QADS plus one copy of its square roots, tensored with a product
of exactly the same operators.

= [=
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(ST

Let us finish this section with the previously mentioned result on the detecting time
of a family of QADS. Its proof can be also found in Appendix.

Corollary 1 Let Q be a rotational QADS with a rotation angle smaller than 6y, on
entries f of size w, and let Q be the corresponding m-combinatorial QADS. Suppose

S : N — N is a 8-detecting time for Q such that m < min {m, %}, where
A > 0, S(w), for all w € N. Then, T : N — N given by T (w) = m - S(w) for all

weN,is %—detecting time for Q, where § = w > 0.

4 Applications
4.1 Decision on eigenvalues

Although the QADS methodology was initially introduced as a common framework
to deal with the detection problem, it can also be adapted to other problems. Consider,
for instance, the situation in which we are given a quantum state |¢g) and an unitary
operator U, under the promise that |¢g) is one of its eigenvectors, and we want to
check whether the associated eigenvalue is ¢’ or not. Namely,

Problem 1

INPUT: A real value o, a quantum state [¢p), Ug €
{Uy },e10,27), such that Ugleo) = €'?|gp).

PROBLEM: Decide whether 8 = « or not.

If & and |¢p) are efficiently computable, then this problem can be approached with
an efficiently constructible m —combinatorial QADS. In fact, let us consider the unitary
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transformation V = e~ '*U. Then,

Vigo) = e“Uglgo) = ¢'P~*|go) = lpo)
where the last equality holds if and only if @ = S.

Now, from the results of Sect. 2, we know that the projection of the final state
C(m, V)|0)"|po) on the m—combinatorial QADS initial state |0)"|¢g) is

1 < (m ; k 1 4+ B\
_ B-)) (2=
2m,§<k) (rolV o) = 2”‘Z< >(e ) ( 2 )

Thus, the probability of measuring |0)"|¢g) is

1 4 elB—e\"™ 1+ eiB=0)\?
) =)

|1+ cos (B —«) +isin (B —a)|2>
4

1 +2cos (B —a) + cos? (B — a) + sin? (,B—a)>

(
( ;
(
(

2+ZCos(,3 —oz))

1+cos(,3—oz)>

()

Therefore, we can think of the following procedure to decide whether o = .

Algorithm 2 (For the eigenvalue decision problem)
INPUT: A real value o, a quantum state |@o), Ug € {Uy}y¢[0,27)
such that Ug|po) = ePlgp).
PROCEDURE:
- PRECOMPUTATION of the initial state |¢@g), the unitary operator
V = e~'°U, and the output of the corresponding m—combinatorial
QADS (C(m, V), [0)"|po)), for a chosen m.
- COMPUTATION:

- Compute |¢) = C(m, V)[0)" |go).
-MEASUREMENT of |p) on an orthonormal basis containing |¢g).
OUTPUT:
- YES: If the measurement is the initial state |@g).
- NO: Otherwise.

The observations above prove the following result.
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Theorem 3 Algorithm 2 is always correct when it outputs N O. So, the probability of
error is fully attributed to a Y ES answer. Namely, such a probability is equal to

2m
= (=(15)
2
Therefore, if the QADS is efficiently constructible, then the eigenvalue decision prob-
lem can be solved in O (poly(n)) precomputation time of a one-side error quantum

algorithm with error at most 6, which decreases exponentially with m. The probability
of success of the algorithm is 1 — 6.

4.2 Phase estimation
4.2.1 Generalized Hadamard test

Another application of the QADS methodology is on phase estimation. Consider again
that we are given a quantum state |¢p) and an unitary operator U, under the promise
that |¢@p) is one of its eigenvectors with associated eigenvalue is ¢/%. The aim is to
estimate .

Problem 2

INPUT: A quantum state |¢g), Ug € {Uy}ye[0,x), such that
Uglpo) = ¢'P|¢o), and a natural number SHOTS.
PROBLEM: An approximation « of 8, using at most SHOT' S
executions of prefixed quantum circuit.

Of course, this problem can be solved with the well-known quantum phase esti-
mation (QPE) algorithm [10, Section 5.2]. However, as pointed out in [11] “the size
and shallowness of the QPE circuit is important since, in the absence of error correc-
tion or error mitigation, one expects entropy build-up during computation.” In fact,
it has been shown in [8] that, when implemented on current quantum hardware, the
accuracy of the QPE algorithm is “severely constrained by NISQ’s physical char-
acteristics such as coherence time and error rates.” For these reasons, some authors
have proposed replacing the QPE algorithm with less demanding methods that make
implementing quantum algorithms that rely on it easier in practice (see, for instance,
[1,6,9,13,15,17]).

A simpler algorithm that sometimes is used for the phase estimation problem instead
of QPE is the Hadamard test. It consists in the quantum circuit of Fig. 1 withm = 1,
with a final measurement of the controlling qubit [2]. The probability of measuring

2
the quantum state |¢g) is cos (%) . Running the test SHOTS times provides an

approximation P of such a probability, from which 8 can be estimated. Namely,
o = arccos 2P — 1).

If we follow a similar procedure with m > 1 (i.e., with another combinatorial
QADS), we obtain a generalization of the Hadamard test. In this case, the probability
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Fig. 2 Mean absolute error of the estimated phase with 103 experiments of the m—Hadamard test (with
m=1,...,5), with 10* SHOTS, for 10 different equispaced phase values

2m
of measuring the quantum state |¢p) is cos (g) , and running the test SH OT S times

provides an approximation P of such a probability, from which 8 can be estimated as
a = arccos (2 VP — 1).

We have tested this “m—Hadamard test” with different values of m, and 10 equis-
paced angles in [0, 1), with a number of SH OT S equal to 10*. We run the experiment
103 times to get an estimation of the phase, measuring the mean absolute error of such
an estimation. The results are collected in Fig. 2. For convenience, the interval [0, i)
has been split in two subintervals [0, %) and [Z, 7). Observe the different scale of
the two figures. When the phase is “small” (namely in the first subinterval), m bigger
yields a smaller mean absolute error, and the opposite occurs for bigger phases. This
can be easily explained by the effect of the mth root, since in the first case the cosines
are closer to one, whereas in the second one, cosines are closer to zero.

Another way of visualizing this fact is with the average error for the five phases
in the first interval, and for the five phases in the second interval (in both cases for
m = 1,...,5), as depicted in Fig. 3. We can see that increasing m is better for the
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Fig. 3 Average error of the estimated phase with 103 experiments of the m—Hadamard test (with m =
1,...,5), with 10* SHOTS, for the equispaced phase values in the first and second halves of the interval
[0, 7)

estimation of angles in the first subinterval, but it is worse for those in the second
subinterval. Therefore, we can conclude that unless the phase is promised to be in the
first half of the interval [0, ), the m —Hadamard test with m > 1 cannot be directly
used.

4.2.2 Dichotomy search

An alternative for phase estimation is a dichotomy search based on the decision
of eigenvalues procedure of the previous subsection. The idea is, as in the original
dichotomy search, to iteratively split the interval [0, ) in halves, deciding in each
iteration to which half the phase belongs to. The decision is based on comparing the
phase against the angles that define each subinterval. So, in the first iteration, the phase
is compared against 0 and 7, in the second one, against 0 and 7 or against 7 and 7,
and so on. For this decision, we also use Theorem 3, choosing the “left” or “right”
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Fig. 4 Mean absolute and average errors of the estimated phase with 103 experiments of the dichotomy
search with 10 steps, and 103 SHOTS in each step, for 10 different equispaced phase values

subinterval, depending on which extreme angle provides a bigger probability 6. («
takes the value of one or another extreme angle.)

We have tested this dichotomy test with different values of m, and 10 equispaced
angles in [0, ), with 10 iterations, and a number of SHOT S equal to 10% in each
iteration. We run the experiment 103 times to get an estimation of the phase, measuring
the mean absolute error of such an estimation, and the overall average error for different
values of m. The results are collected in Fig. 4. It can be noticed that this method
provides uniformly better results when m increases. However, the error is still bigger
than the error provided by the standard Hadamard test.

4.2.3 Hybrid methodology

As a consequence, we propose a hybrid approach which takes the advantages of each
of the methods presented above. First, we use the dichotomy search to “locate” the
phase, and then, we get an actual estimation by using the Hadamard test. We have
experimented with this hybrid methodology with different values of m, and 10 equi-
spaced angles in [0, ), with 2 iterations of the dichotomy search, with a number of
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Fig.5 Mean absolute and average errors of the estimated phase with 103 experiments of the hybrid method-
ology with 2 steps of the dichotomy search, and 10> SHOTS in each step, plus 8000 SHOT S off the
m—Hadamard test, for 10 different equispaced phase values

103 SHOT S in each iteration. Another 8000 SH OT S are used in the m —Hadamard
test. In order to apply the m—Hadamard test, we hit the operator with a rotation of
angle e, where L is the lower extreme of the interval in which the phase is located.
In the end, we add the Hadamard estimation to L.

The results are collected in Fig. 5. As in the case of the dichotomy search, this
methodology provides uniformly better results when m increases. Moreover, the over-
all error when m > 1 beat those of the standard Hadamard test.

5 Conclusions and future work

In this paper, we explore the QADS framework introduced in [4] for dealing with
detection problems in a quantum computation setting. Namely, we study two specific
classes of QADS. The first one is that of combinatorial QADSthat generalize the well-
known controlled operators. We have determined their efficient constructibility, the
expression of the state after application of the detecting operator, and their algorithm

@ Springer



66 Page 18 of 27 J. M. Hernandez Caceres et al.

closure as a subclass of QADS. As an application, we have considered the problem of
deciding whether, for a given pair operator—eigenvector, the corresponding eigenvalue
is one given or not. The second family is that of rotational QADS, which include as
a particular case the QADS from Grover’s search. We have studied the expression of
the state after application of the detecting operator on the initial state, the algorithmic
closure of this subclass of QADS, and also we have considered their combinatorial
QADS. Interestingly, we have derived some nice equivalences for these QADS, in
terms of tensor products and products of square roots of the original QADS. As
future projects, we want to study other families of QADS that include measurements,
or QADS that resemble the combinatorial ones with different controlled operators
(functional QADS).
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A Appendix

In this appendix, we include proofs of the results presented in the main part of the
paper. We also collect some auxiliary results hinted in the main text.

Proof of Proposition 1 The new algorithm is a QADS because if f = 0,then Uy|pp) =
|¢o). Therefore, c; U r|v)|@o) = |¥)|¢o), for all ), and for all i. Consequently,

Cm, Up)I0)®" |go) = [(H®" @ 1) c1Uy - - Uy (H®" @ 1)]10)2™ 00} = 10)®" |¢0)

which shows that the m —combinatorial QADS is actually a QADS.

When the QADS is efficiently constructible, |¢g) can be constructed in polynomial
time (on n, the size of f), and the same holds for the initial state |0)®"|¢pg), for
fixed m. On the other hand, because of [10][Section 4.3], any controlled operator
¢; Uy can also be constructed in polynomial time because of the constructibility of the
QADS. Therefore, the m —combinatorial QADS is constructible, with a cost of order
O (m - poly(n)). O
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Proof of Proposition 2 Applying H®" ® I to the state |0)®™|p), we get

2m—1

mZu o).

Using the controlled versions of the U s operator, we get

2m—1
1
|x]
— Y U o)
" x=0

where |x| is the Hamming weight of x, i.e., if x is described by exactly |x| ones and
— |x| zeroes, then the controlled operators ¢; U ¢ will contribute with exactly |x| hits
of Uy. Therefore,

(10)*™190) , (HE™ @ DIy)) = (H®" @ DI0)*"90) , 1¥))

] |
1 1 x| >
= o), — X)U o)
< o ; -
m_]

1
= 5 2 {wolUflgo)

x=0

1 < (m
=2—,,,Z(k)<<po|0§|<po.>
k=0

as desired. |

Proposition 7 Given a QADS with output (|@o), Uy), and a natural number m, the
state of the corresponding m—combinatorial QADS, after one hit of the detecting
operator on the initial state, is:

] w (L] =]
=] Dol po(EH VIR

Iyl m — |y k
<2s + l>(k 25— 1) Uy | lvo)

Proof From the proof of Proposition 2, we get the state

(=]

5=

2m—1

Z 1)U o)
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after applying H®™ ® I to the initial state [0)®™ |¢p), and then the controlled gates
on the operators U s. Now, we apply H®" @ I to get

om_1om_] m_]
y x| x-yyrlxl
— E E (=D*In)U; po) = E [y) E DU | o).
2m 2m x=0 y=0 2m x=0

Now, we fix a binary array y with |y| ones and m — |y| zeroes. Assume that another
array x of the same length m contains ¢ ones colliding in positions of the array y with
aone, and |x| — ¢ ones colliding in zero entries of the array y. (Its remaining entries
are all zero.) W.l.o.g. this can be depicted as:

x=(1.0.1]0W=r0 )1 K=t o m=iizx+ )

The number of arrays x in this situation is

[T\ (m = 1yl
t |x| —t
Now, x - y = 0 if and only if ¢ is even. In this case, the possible values of ¢ are

. On the other hand, x - y = 1 if
and only if ¢ is odd, and the possible values of t are of the form ¢t = 25 + 1, where

of the form ¢+ = 2s, where x = 0,1, ..., lx‘

x=0,1,..., L@J Summarizing, the number of possible x such thatx - y = 0 is

5]

2 ()()

[Nk

whereas the number of possible x such that x - y = 11is

=
(")

5=l
This gives us the desired expression for the final state of the m —combinatorial QADS.
O

Mg

Proof of Proposition 3 Consider a QADS that, on input f, provides an output
(Io) . Uy), and let (J0)®™|go) , C(m, Uy)) be the output of the corresponding
m—combinatorial QADS.

1. Extension: Observe that
iUy @ D|x)¥)|§) = («l0)|¥) + BIYUg|¥r)IE)
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= (@[0) + BIUy @ D)IY)IE) = ci(Uy & DIx)[¥)15)

where [x) = «a|0) + B|1). So, C(m, Up) @ I =C(m, Uy @ I).
2. Powers: For any unitary operators U and V

cVeUlx)lg) = al|0)lp) + BI1)VU|g) = c(VU)|x)lg)
where |x) = «|0) + B]1). Also, notice that when U and V commute,

aVaUlx)y)y) = c2V(el0)y)y) + BINIUIY))
=ay|0)[0)[¥) +ab|0) [ ) VIy) + By [1)I0O)U 1Y) + B8 VU )
= yal0)[0)[y) + yBINIOYUIY) + a|0)1)VIY) + 6BI1) UV [yr)
=calUy0)0)[y) +8lx) 1) VIY)) = crUcaVix)|y)le)

where |x) = «|0) + B|1),|y) = y[0) + §|1). Because H? = I, we have
Clm, Up)"s = C(m. UY).

3. Roots: Taking in the previous equation V = U , we have that Uy = v1/ms and
that C(m, VY/"ryrr = C(m, V), ie., C(m, Vl/"f) = C(m, V)" This shows

that the n ¢th root of an m—combinatorial QADS is also an m—combinatorial
QADS.

m}

Proof of Proposition 4 Let w € N be fixed, and denote T = T(w), § = S(w) =
m - T(w), a = ay, and ¢ = «,,. By Proposition 3, we have that, for all s € N,
Cm,Uf) =Cm, U Jsc), and by Proposition 2 we know the amplitude of the state
C(m, Uy)|0)®™|go), so

S S m 2
¥| (10%™)1g0) C (m, Uy)* |0®’”)|¢>0>I|2 Zb go(k) <poIU *l9o)

St+1 - 22m(S + 1)
S 2

;) Z (YZ)st

_ k=0
22m(§ +1)
1-38.

m

IA

Let us define the following sets,

Ap := {0}
Ag:={1,...,T}=1{0,...,T}\ {Ao}
Ay = 1{k,2k,..., Sk} foralll <k <m
A =10, ..., TI\{Ax).
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Now, using the fact that i (’Z)2 = (2;:1) hence
k=0

M=

2 T m T meo N2
(LTS TG W R WP MY (z|z,|2+ ZW)

t€EAL teAx

T+1 TT+l () T+l C")T +1)

Il
=}

But, since |z;| < 1, |Ax| = T — S fork > 0, and |zo|?> = 1, we find

50 <Z b+ X g ) o+ 1)+ £ () (£l + 7 = 9))

teA teAy < k=1 s=0
™\ + 1) - )T + 1)
m S
$ (2 (z ks 24 (T — s>)
_ k=0 s=0
™\ (T + 1)
S m m 2 m 2
> (D)™ 2 ()
5=0 k=0 k=0 T-S§

+ .
Gy +1) Gy T+

S m
S(Ewal)
= 2m + T 1
(m) (T+1) +
because ('Z)Istl = |(’Z)st| > 0. Therefore, by the generalized reverse triangle

inequality, we have

m 2

2 N
= (Z| )Zké‘}) T—8 - SZ: ;)( )st 22m(S+1) T—S

+ < .
Gy +1 T+1~ cosa™)(T +1) 2"(S+1)  T+1

- 22M(S + 1) T-—38
<({1=9¥)- o
coa()T+1) TH+1
S+1 T-S )
<(1-s L
( ) T+1+T+1_ 2m
smce?ﬂzﬁ. ]

Proof of Proposition 5 In terms of |¢1), |¢2), for all k > 0, the action of U ;‘c on |¢p) is
given by the matrix

. k .
cosa —sina\"  (coska —sinka
sina coso " \sinka coska
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. (The n — 2 invariant directions have been omitted.) The final state has coordinates
related to |¢1), |@2) given by the array

coska —sinka\ (B1) _ (Bicoska — By sinka
sinka  coska B>) — \Bisinka + B cos ka
as desired.
On the other hand,

k [ Brcoska — By sinka
(w0l U lgo) = (B1. B2) ( e B con ke
= |B11% coska + (B2B1 — BiB2) sinka + |Ba? cos ka

= cos ka.

]

Proposition8 Let Q be a QADS such that for any input function Uy can be
described by an orthogonal matrix with respect to a suitable orthonormal basis. Then,
there exist an orthonormal basis {|(p11), |<pé) R |(p{), |(pé), [©2141), - -, |@n)}, angles
01,...,60r € [0,2m), complex scalars /312, ﬂlz, el ,3{, ,Bé, Boit1s -+, B, Such that
the final state U ¢|@q) is

I
Uklpo) = D (B} coskb; — B sink6;)|})
i=1
n—1

+(B] sinkf; + Bycoskf)|@s) + Y Bilei) + (ED Bulgn)
i=21+1

As a consequence, when the ,3; are real, the amplitude of such a final state, related to
the initial state |¢@o), is

1 n—1
D WA+ 1B P cosk) + Y IBiP + (EDF|Bl

i=1 i=21+1

Proof Since Uy admits a coordinate matrix in the orthogonal group O (n), there must
exists an orthonormal basis {|<p}), |<p%) R |<pi), |<pé), [©2141), - -+ |¢n)} such that the
coordinate matrix of Uy with respect to such a basis is the block diagonal matrix

Ry,
Ry,

I 2k
+1
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cos6; — sin6; .
sinf; cos6; )’ In—2¢-1is the
identity matrix, and the sign of the last diagonal entry depends on whether Uy is a
rotation or a reflection. The initial state can be written as a linear combination of the
basis in the following way:

for some angles 61, ..., 0 € [0, 2m), where Ry, = <

l n
o) = Y _(Bile}) + BAles) + D Bilei)

i=1 i=2141
for some complex coordinates ,312, ,312, ceey ﬂ{, ,Bé, B2+, ..., Bn. Straightforward
application of the same ideas of the previous proof yields the desired expression
for U lgo), and (go|U'sgo).- O

Proof of Proposition 6

1. Powers: The action of ancf on |¢p) is given by the matrix

cosnpo —sinn po
sinnya cosnya

. (Again, the n — 2 invariant directions have been omitted.)
1

2. Roots: The action of U ;7 on |gp) is given by the matrix

o s o
COS (E) — S1n (W)
s o o
sin () o5 (3%

3. Inversion: The action of U} on |¢p) is given by the matrix

cosa sina)  (cos—a —sin—a
—sina cosa )~ \sin—a cos—«a

Note that in this case U = U !
4. Product: The action of Uy U} on |gg) is given by the matrix

(cos (4 a') —sin (a + a’))

sin (& +a’) cos (o + )

Note that in general, rotation matrices do not commute under multiplication. How-
ever, if both rotations are taken with respect to the same initial state, then they do
commute.
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Proposition 9 Let m be a natural number, then

> () coska =2 (cos (3)) " cos (4m). @

k=0

ix +efix

Proof We know that cos(x) = “—5—. So

é<k>cosk :io< ) ”‘a+eﬂka
B0 O]

l\)l'—‘ *‘

Now, by the binomial theorem we have that

R )+ 2 () ) =) ()]

Therefore,

3 (7:) coska = (1 + ei“)m + (1 + e_io‘)m]

k=0

O

Corollary 2 Under the hypothesis of Proposition 8, the amplitude of the final state of
the corresponding m—combinatorial QADS, related to the initial state |0)™|@g), is

I m n—1

. . 0; 0;
) ((|ﬂi|2+|ﬂ§|2>cos (5) cos(T’"))+ S 1B + 5l
i=1 i=2[+1

where * € {+, —}, depending on whether Uy is a rotation or a reflection.

Proof of Theorem 2 Equation (3) is a direct consequence of Propositions 2, 5, and 9 .
On the other hand, for the equivalences the following facts are used:
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— Since the QADS is rotational, we have that (¢o|,/U ¢l¢o) = cos (%) (applying the
same proof that in Proposition 5, with k = %).

— For a tensor QADS, we directly have (@o|(¥0lUr ® Vylgo)|wo) = {(wolU rleo)
(Yol Velyo).

— For a product QADS, in terms of equality of the detecting operators, we have

— Since the QADS is rotational, in terms of one hit detection rate, we have

5

This is because

2
ol (wol /Ty ® Uy o) lwo) = ((woly/Urlvo))

o

2 14+ cosa
= cos (E) =—> = (wocleUglooe)

(proof of [4][Proposition 2, item 3]).
O

Remark 1 Note that the last equivalence of the proof holds because the QADS is
rotational. In general, such an equivalence is not true. For instance, take Uy as the
gate NOT.

Proof of Corollary 1 For all w € N, let us consider any possible input f of size w.

Forall0 <! < T(w) = m - S(w), we have that z;7 = cos(/8,) > 0, because

0<10y <m-S(w)b, <mA < % Consequently, for all 0 </ < T(w), arg (z;) €

[0 — a0y, 0+ ay], with «y, as close to zero as desired. In particular, we can take oy,
(1—§)22m

—~ 9 < —
such that sty ) = 1 — §, because

- 22m -
l1—-86>1-28=2m(1 =8> —=—-(1-96)

()

and cos? a,, can be made as close as needed to 1. The result now follows from Propo-
sition 4. O
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