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Abstract

In this paper, we analyze optimal control problems of semilinear elliptic equations,
where the controls are distributed. Box constraints for the controls are imposed and the
cost functional does not involve the control itself, except possibly for a non-differentiable
sparsity-promoting term. Under appropriate second order sufficient optimality condi-
tions, first we estimate the difference between the discrete and continuous optimal
states. Next, under an additional assumption on the optimal adjoint state, we prove
error estimates for the controls and improve the estimates for the states.
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1 Introduction

In this paper, we continue the investigation started in [9, 10] about the numerical approx-
imation of problems without Tikhonov regularization term. In the first work, we provide
second order conditions for problems with distributed controls and a term in the cost func-
tional that promotes sparsity of the solutions. In the second one, appropriate second order
sufficient conditions and error estimates for the numerical approximation are provided for
optimal control problems governed by semilinear parabolic equations when the control acts
only in time.
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In [10], both the state and the adjoint state equation are discretized using continuous
piecewise linear functions in space and piecewise constant functions in time, while controls
are discretized by piecewise constant functions. This coincidence in the time discretization
of the state, adjoint state and control, and the fact that the L2 projection onto the space
of piecewise constant functions preserves the admissibility of the controls, leads to some
simplifications in the proofs, see [10, Eq. (4.4)]. In the current work, those properties do
not apply. Nevertheless, we are able to modify the proofs and to obtain the same kind of error
estimates, both for piecewise constant and continuous piecewise linear approximations of the
control. Moreover, this is carried out including a nondifferentiable term in the functional
that promotes the sparsity.

To our best knowledge, there are two references where the discretization of optimal
control problems without Tikhonov regularization term and governed by elliptic equations
is studied, [14, 16]. In the first one, error estimates for the control variable are derived under
a structural assumption on the solution, cf. (6.1) for γ = 1, which assures that the control
is bang-bang. As the authors themselves notice, due to the fact that they study a bilinear
control problem, this assumption does not hold in 2D or 3D problems if the control acts in
the whole domain, so they chose to restrict the control to act on a subdomain. We are able
to derive error estimates for the control and also for the state in the case γ < 1, so that the
structural assumption will hold naturally for bang-bang controls in 2D and 3D domains; see
Theorem 9. In [16], the authors study the variational discretization of a control problem
governed by a linear elliptic equation. Our result for this kind of discretization and problems
governed by semilinear elliptic equations, see Remark 7, is comparable with Corollary 3.3
in [16], and slightly generalizes this result, even for the case of linear equations.

We also provide error estimates in the state variable for control problems whose solution
is not bang-bang; see Theorem 7. This situation, not studied in [14], is taken into account
in [16] for the variational discretization of the problem.

One of the key points to deduce error estimates when the problem is non-convex, as
is the case where the equation is semilinear, is the obtention of appropriate second order
sufficient conditions. We obtained such conditions for strong local minimizers in [9]. In
that reference we wrote all the details of the proofs to obtain the second order sufficient
optimality condition for a problem governed by a parabolic equation, the translation to the
elliptic case being immediate. Though, in the paper at hand, we give the details of the
numerical analysis for a problem governed by an elliptic equation, the translation to the
parabolic case is straightforward.

The plan of this paper is as follows. In the next section, we introduce the problem,
formulate the main assumptions and establish some auxiliary results. The first and second
order optimality conditions are studied in section 3, although the details of the proof of
Lemma 2 are moved to Appendix A. In section 4 we discretize the control problem, and
in section 5 we prove convergence of the discretizations and derive error estimates for the
states. In section 6 we prove error estimates for the controls and improve the estimates for
the states under the additional assumption (6.1). Finally, we present some numerical results
in section 7.
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2 Main assumptions and auxiliary results

Let us consider a domain Ω ⊂ Rn, n ≤ 3, with C1,1 boundary Γ. We will study the following
control problem

min
u∈Uad

J(u), (P)

where
Uad = {u ∈ L∞(Ω) : α ≤ u(x) ≤ β for a.e. x ∈ Ω}

with −∞ < α < β < +∞, and, for µ ≥ 0,

J(u) =

∫
Ω

L(x, yu(x)) dx dt+ µ

∫
Ω

|u(x)|dx.

Above yu denotes the state associated to the control u related by the following state equation{
Ayu + f(x, yu) = u in Ω,

yu = 0 on Γ.
(2.1)

On the data A, f , and L we make the following assumptions

(A1) A denotes the elliptic operator

Ay = −
n∑

i,j=1

∂xj (ai,j(x)∂xiy),

where the coefficients ai,j ∈ C0,1(Ω̄) satisfy the uniform ellipticity condition

∃λA > 0 : λA|ξ|2 ≤
n∑

i,j=1

ai,j(x)ξiξj for all ξ ∈ Rn and a.a. x ∈ Ω.

(A2) We assume that f : Ω×R → R is a Carathéodory function of class C2 with respect to
the last variable satisfying the following properties:

∂f
∂y (x, y) ≥ 0 ∀y ∈ R, f(·, 0) ∈ L∞(Ω),

∀M > 0 ∃Cf,M > 0 :
∣∣∣∂fy (x, y)

∣∣∣+ ∣∣∣∂2f
y2 (x, y)

∣∣∣ ≤ Cf,M ∀|y| ≤ M,

∀ρ > 0 and ∀M > 0 ∃ε > 0 such that∣∣∣∣∂2f

∂y2
(x, y1)−

∂2f

∂y2
(x, y2)

∣∣∣∣ < ρ ∀|y1|, |y2| ≤ M with |y1 − y2| < ε,

for almost all x ∈ Ω.

(A3) L : Ω×R → R is a Carathéodory function of class C2 with respect to the last variable
satisfying the following properties:

L(·, 0) ∈ L1(Ω)

∀M > 0 ∃CL,M such that

∣∣∣∣∂L∂y (x, y)
∣∣∣∣+ ∣∣∣∣∂2L

∂y2
(x, y)

∣∣∣∣ ≤ CL,M ∀|y| ≤ M

∀ρ > 0 and ∀M > 0 ∃ε > 0 such that∣∣∣∣∂2L

∂y2
(x, y1)−

∂2L

∂y2
(x, y2)

∣∣∣∣ < ρ ∀|y1|, |y2| ≤ M with |y1 − y2| < ε,

for almost all x ∈ Ω.
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Concerning the state equation, we have the following result on existence, uniqueness and
regularity of the solution.

Theorem 1. For every u ∈ Lp(Ω) with p > n/2 there exists a unique yu ∈ Y := H1
0 (Ω)) ∩

C(Ω̄) solution of (2.1). Moreover, there exists a constant Tp > 0 independent of u such that

∥yu∥H1
0 (Ω) + ∥yu∥C(Ω̄) ≤ Tp(∥u∥Lp(Ω) + ∥f(·, 0)∥L∞(Ω)).

If uk ⇀ u weakly in Lp(Ω), then the strong convergence

∥yuk
− yu∥C(Ω̄) + ∥yuk

− yu∥H1
0 (Ω) → 0

holds. If, further, u ∈ L∞(Ω) we have that yu ∈ W 2,p(Ω) for all p < ∞ and

∥yu∥W 2,p(Ω) ≤ M0p
(
∥u∥L∞(Ω) + ∥f(·, 0)∥L∞(Ω)

)
(2.2)

holds for a constant M0 independent of u and p.

This is a well known result. See, for instance, [4]. The continuity property follows directly
from [12, Theorem 2.2] taking into account that for p > n/2, Lp(Ω) is compactly imbedded
in W−1,q(Ω) for q = pn/(n−p) > n if p < n and all q < +∞ if p ≥ n. The regularity follows
from [17, Theorem 9.9] and (2.2) can be deduced from [2, Theorem 2.2]. As a consequence
of (2.2) and the continuous embedding H2(Ω) ↪→ C(Ω̄), we can deduce the existence of a
constant M∞ > 0 such that

∥yu∥C(Ω̄) ≤ M∞ ∀u ∈ Uad. (2.3)

Given p > n/2, let us denote G : Lp(Ω) −→ Y the mapping associating to each control
the corresponding state G(u) = yu. The next theorem states the differentiability of G, whose
proof can be obtained in the standard way by using the implicit function theorem; see e.g.
[5, Theorem 1].

Theorem 2. The control-to-state operator G is of class C2 and for every u, v, w ∈ Lp(Ω),
p > n/2, we have that zv = G′(u)v is the solution of Az +

∂f

∂y
(x, yu)z = v in Ω,

z = 0 on Γ,
(2.4)

and zv,w = G′′(u)(v, w) solves the equation Az +
∂f

∂y
(x, yu)z +

∂2f

∂y2
(x, yu)zvzw = 0 in Ω,

z = 0 on Γ.

Lemma 1. Let u, v ∈ Uad. Then, we have

∥yu − yv∥H1
0 (Ω) ≤

1

λA
∥u− v∥H−1(Ω), (2.5)

∥yu − yv∥L2(Ω) ≤ Ĉ∥u− v∥L1(Ω), (2.6)

∥yu − yv∥C(Ω̄) ≤ Ĉp∥u− v∥W−1,p(Ω), (2.7)

for p > n and some constants Ĉ, Ĉp > 0 independent of u and v.
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Proof. Define z = yv − yu. Subtracting the equations satisfied by yv and yu and using the
mean value theorem, we deduce the existence of a measurable function 0 < θ(x) < 1 such
that, setting ŷ = yu + θ(yv − yu), we have

Az +
∂f

∂y
(x, ŷ)z = v − u in Ω, z = 0 on Γ.

Inequality (2.5) follows from the standard variational formulation, the ellipticity of A and
Assumption (A2).

Let us prove inequality (2.6). From [23, §9] we know that for every q < n/(n− 1) there
exists Cq > 0 such that

∥z∥W 1,q(Ω) ≤ Cq∥u− v∥L1(Ω).

Using the Sobolev imbedding W 1,q(Ω) ↪→ L2(Ω) for q ≥ 2n/(n + 2) and fixing q = 6/5 for
instance, we have

∥z∥L2(Ω) ≤ C∥z∥
W 1, 6

5 (Ω)
≤ C 6

5
C∥u− v∥L1(Ω)

and (2.6) follows for Ĉ = CC 6
5
.

Inequality (2.7) is a classical result; see, for instance, [17, Theorem 8.30] and [23, Theorem
4.2].

Next, we state the differentiability properties of the objective functional. We decompose
J in two summands

J(u) = F (u) + µj(u) with F (u) =

∫
Ω

L(x, yu(x))dx and j(u) = ∥u∥L1(Ω).

To every u, we relate the adjoint state φu that satisfies A∗φu +
∂f

∂y
(x, yu)φu =

∂L

∂y
(x, yu) in Ω,

φu = 0 on Γ,
(2.8)

where A∗ denotes the adjoint operator of A. Assumption (A3) together with Theorem 1
imply that φu ∈ H1

0 (Ω) ∩ C(Ω̄) and analogously to (2.2) we have

∥φu∥W 2,p(Ω) ≤ M0pCL,M∞ ∀u ∈ Uad ∀p > 2,

where M∞ is introduced in (2.3) and CL,M∞ is introduced in Assumption (A3). Again using
Sobolev embeddings, we deduce the existence of a constant T∞ > 0 such that

∥φu∥H1
0 (Ω) + ∥φu∥C(Ω̄) ≤ T∞ ∀u ∈ Uad. (2.9)

The next theorem follows from the chain rule, Theorem 2 and assumptions (A2) and
(A3).

Theorem 3. Given p > n/2, the functional F : Lp(Ω) −→ R is of class C2 and for every
u, v, w ∈ Lp(Ω)

F ′(u)v =

∫
Ω

φuv dx,

F ′′(u)(v, w) =

∫
Ω

(
∂2L

∂y2
(x, yu)− φu

∂2f

∂y2
(x, yu)

)
zvzw dx,

(2.10)
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where φu is the solution of (2.8).

Remark 1. The functionals F ′(u) and F ′′(u) can be extended to continuous linear and
bilinear forms, respectively, in L1(Ω). Notice also that assumptions (A2) and (A3), Theorem
1 and (2.9) imply the existence of some M2 > 0 such that

|F ′′(u)(v, w)| ≤ M2∥zv∥L2(Ω)∥zw∥L2(Ω) ∀u ∈ Uad, ∀v, w ∈ L1(Ω).

Finally, we notice that, for given u ∈ L1(Ω), if we denote

Ω+
u = {x ∈ Ω : u(x) > 0}, Ω−

u = {x ∈ Ω : u(x) < 0} and Ω0
u = {x ∈ Ω : u(x) = 0},

then, the directional derivative of j at u is given by

j′(u; v) =

∫
Ω+

u

v(x)dx−
∫
Ω−

u

v(x)dx+

∫
Ω0

u

|v(x)|dx ∀v ∈ L1(Ω).

As usual ∂j(u) stands for the convex subdifferential of j at u. In the sequel, we will also
denote J ′(u; v) = F ′(u)v + µj′(u; v).

3 First and second order optimality conditions

Existence of a global solution of (P) follows in a standard way. Since (P) is not a convex
problem, we have to consider local solutions as well. Let us state precisely the different
concepts of local solution.

Definition 1. We say that ū is an Lp-weak local minimum of (P), p ∈ [1,+∞], if there
exists some ε > 0 such that

J(ū) ≤ J(u) ∀u ∈ Uad with ∥ū− u∥Lp(Ω) ≤ ε.

We say that ū is a strong local minimum if there exists some ε > 0 such that

J(ū) ≤ J(u) ∀u ∈ Uad with ∥yū − yu∥L∞(Ω) ≤ ε.

We say that ū is a strict (weak or strong) local minimum if the above inequalities are strict
for u ̸= ū.

Strong local optimality implies weak local optimality. For more details about these
definitions, see [9, Lemma 2.8]. First order optimality conditions read as follows.

Theorem 4. Suppose ū is a local solution of (P) in any of the senses given in Definition
1. Then,

J ′(ū;u− ū) ≥ 0 ∀u ∈ Uad. (3.1)

Moreover, there exist ȳ and φ̄ in H1
0 (Ω) ∩ C(Ω̄) and λ̄ ∈ ∂j(ū) such that{

Aȳ + f(x, ȳ) = ū in Ω,
ȳ = 0 on Γ,

(3.2a)



Error estimates for bang-bang controls 7

 A∗φ̄+
∂f

∂y
(x, ȳ)φ̄ =

∂L

∂y
(x, ȳ) in Ω,

φ̄ = 0 on Γ,
(3.2b)

∫
Ω

(φ̄+ µλ̄)(u− ū)dx ≥ 0 ∀u ∈ Uad. (3.2c)

The proof of (3.1) is classical. The optimality system (3.2a)–(3.2c) follows easily from
(3.1), (2.10), and the fact that the convexity of j implies that j(u)− j(ū) ≥ j′(ū;u− ū).

From the conditions (3.2a)–(3.2c), the following relations can be deduced; see, e.g., [4].
For µ = 0 {

φ̄(x) > 0 ⇒ ū(x) = α,
φ̄(x) < 0 ⇒ ū(x) = β.

(3.3)

and for µ > 0, 
|φ̄(x)| < µ ⇒ ū(x) = 0,
φ̄(x) > +µ ⇒ ū(x) = α,
φ̄(x) < −µ ⇒ ū(x) = β,
φ̄(x) = +µ ⇒ ū(x) ≤ 0,
φ̄(x) = −µ ⇒ ū(x) ≥ 0.

(3.4)

Notice that, if meas({x ∈ Ω :
∣∣|φ̄(x)|−µ

∣∣ = 0}) = 0, then, for µ = 0, we recover the classical
bang-bang structure of the control, while for µ > 0, the control will only take values in
{α, β, 0}, being a so-called bang-bang-bang or bang-off-bang control.

Now, we establish the second order optimality conditions. In what follows, ū will denote
a control of Uad satisfying (3.1), along with the associated state ȳ and adjoint state φ̄,
solutions respectively of (3.2a) and (3.2b).

We say that a function v ∈ L2(Ω) satisfies the sign condition if

v(x)

{
≥ 0 if ū(x) = α,
≤ 0 if ū(x) = β.

(3.5)

We define the cone of critical directions

Cū = {v ∈ L2(Ω) satisfying (3.5) and J ′(ū; v) = 0}.

Following [4] we know that the following identities hold

Cū = {v ∈ L2(Ω) satisfying (3.5) and v(x) = 0 if |φ̄(x)| > 0} if µ = 0, (3.6)

Cū = {v ∈ L2(Ω) satisfying (3.5)

and v(x)


≥ 0 if φ̄(x) = −µ and ū(x) = 0,
≤ 0 if φ̄(x) = +µ and ū(x) = 0,

= 0 if
∣∣∣|φ̄(x)| − µ

∣∣∣ > 0,
} if µ > 0. (3.7)

It was proved in [6] that F ′′(ū)v2 ≥ 0 ∀v ∈ Cū is a second order necessary condition for
local optimality of ū. However, to formulate a second order sufficient condition we need to
extend the cone of critical directions; see [9] for a discussion on it. We have two possible
extensions of Cū. First

Gτ
ū = {v ∈ L2(Q) satisfying (3.5) and J ′(ū; v) ≤ τ∥zv∥L1(Ω)}.
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On the other hand, using the characterizations of the cone Cū given by (3.6) and (3.7) the
following extensions appear in a natural way as well.

If µ = 0, Dτ
ū ={v ∈ L2(Ω) satisfying (3.5) and v(x) = 0 if |φ̄(x)| > τ}.

If µ > 0, Dτ
ū =

{
v ∈ L2(Ω) satisfying (3.5)

and v(x)


≥ 0 if φ̄(x) = −µ and ū(x) = 0
≤ 0 if φ̄(x) = +µ and ū(x) = 0

= 0 if
∣∣∣|φ̄(x)| − µ

∣∣∣ > τ

}
.

In [9], it is proved that the cone

Cτ
ū = Dτ

ū ∩Gτ
ū

is enough to formulate second order sufficient conditions.

Theorem 5. Let ū ∈ Uad satisfy (3.1) and

∃δ > 0 and ∃τ > 0 : F ′′(ū)v2 ≥ δ∥zv∥2L2(Ω) ∀v ∈ Cτ
ū , (3.8)

where zv = G′(ū)v is the solution of (2.4) for yu = ȳ, the solution of (3.2a). Then, there
exist ε > 0 and κ > 0 such that

J(ū) +
κ

2
∥yu − ȳ∥2L2(Ω) ≤ J(u) ∀u ∈ Uad : ∥yu − ȳ∥L∞(Ω) < ε. (3.9)

In Section 6, we will also use the following result.

Lemma 2. Let ū ∈ Uad satisfy (3.1) and (3.8). Then, there exists κ > 0 such that for all
ρ > 0 a number ερ > 0 can be found so that

ρ [F ′(ū)(u− ū) + µj(u)− µj(ū)] + F ′′(ū+ θ(u− ū))(u− ū)2 ≥ κ

2
∥yu − ȳ∥2L2(Ω) (3.10)

for all θ ∈ [0, 1] and all u ∈ Uad satisfying ∥yu − ȳ∥L∞(Ω) < ερ.

Proof. Following the same scheme of proof as in [9, Theorem 3.1], we can show the existence
of κ > 0 such that

ρJ ′(ū;u− ū) + F ′′(ū+ θ(u− ū))(u− ū)2 ≥ κ

2
∥yu − ȳ∥2L2(Ω) ∀θ ∈ [0, 1]. (3.11)

The details of the proof of (3.11) are provided in Appendix A; see [10, Remark 3.6] for a
similar situation. Now, using the convexity of j, we know that

F ′(ū)(u− ū) + µj(u)− µj(ū) ≥ J ′(ū;u− ū)

and the proof is complete.
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4 Numerical approximation of the control problem (P)

In this section we discretize the control problem (P). To this end, we assume that Ω is
convex and consider a quasi-uniform family of triangulations {Th}h>0 of Ω̄, cf. [1, definition
(4.4.13)]. We denote Ω̄h = ∪T∈Th

T . We assume that every boundary node of Ωh is a point
of Γ. Additionally we suppose that there exists a constant CΓ > 0 independent of h such
that the distance dΓ(x) ≤ CΓh

2 for every x ∈ Γh = ∂Ωh, which is always satisfied if n = 2
and Γ is of class C2; see, for instance, [21, Section 5.2]. Under this assumption we have that
there exists a constant CΩ > 0 independent of h such that

|Ω \ Ωh| ≤ CΩh
2, (4.1)

where | · | denotes the Lebesgue measure.

Now we consider the finite dimensional space

Yh = {zh ∈ C(Ω̄) : zh|T ∈ P1(T ) ∀T ∈ Th and zh ≡ 0 on Ω \ Ωh}.

Along this paper Pi(T ) denotes the polynomials in T of degree at most i.

For every u ∈ L2(Ω), we define its associated discrete state as the unique element yh(u) ∈
Yh satisfying

a(yh, zh) +

∫
Ωh

f(x, yh)zhdxdt =

∫
Ωh

uzhdx ∀zh ∈ Yh, (4.2)

where

a(y, z) =

n∑
i,j=1

∫
Ω

aij∂xi
y∂xj

zdx ∀y, z ∈ H1(Ω).

The proof of the existence and uniqueness of a solution for (4.2) is standard; see e.g. [7].

Lemma 3. there exists a constant c > 0, which depends on the data of the problem but is
independent of the discretization parameter h, such that for every u ∈ Uad

∥yh(u)− yu∥L2(Ω) ≤ ch2, (4.3)

∥yh(u)− yu∥L∞(Ω) ≤ ch2| log h|2. (4.4)

Proof. Estimate (4.3) follows from [7, Lemma 4] and (2.2).

Let us prove (4.4). First of all, notice that from [7, Theorem 1] and (2.3), it is straight-
forward to deduce that for h > 0 small enough

∥yh(u)∥L∞(Ω) ≤ M∞ + 1. (4.5)

Consider yh ∈ H1
0 (Ω) the unique solution of the linear equation{

Ayh = u− f(x, yh(u)) in Ω,
yh = 0 on Γ.

Using Theorem 1, Assumption (A2) and (4.5), we know that yh ∈ W 2,p(Ω) for all p < ∞
and

∥yh∥W 2,p(Ω) ≤M0 p
(
max{|α|, |β|}+ ∥f(·, 0)∥L∞(Ω) + Cf,M∞+1(M∞ + 1)

)
=C0p. (4.6)
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The difference yu − yh satisfies{
A(yu − yh) = −f(x, yu) + f(x, yh(u)) in Ω,

yu − yh = 0 on Γ.

From the results in Stampacchia [23], Assumption (A2), (2.3), (4.5) and estimate (4.3), we
have

∥yu − yh∥L∞(Ω) ≤C1∥f(x, yu)− f(x, yh(u))∥L2(Ω)

≤C1Cf,M∞+1∥yu − yh(u)∥L2(Ω) ≤ C2h
2. (4.7)

We notice now that yh(u) satisfies

a(yh, zh) =

∫
Ωh

(
u− f(x, yh(u))

)
zhdx ∀zh ∈ Yh

and hence it is the finite element approximation of yh. Define Ihy
h the continuous piece-

wise linear Lagrange interpolation of yh. Applying [22, Theorem 2.1] (see also [20]), the
interpolation error (see e.g. [1, Equation (4.4.22)]), and (4.6) we deduce that for all p < ∞

∥yh − yh(u)∥L∞(Ω) ≤C3h| log h|∥yh − Ihy
h∥W 1,∞(Ω)

≤C4h| log h|h1−2/p∥yh∥W 2,p(Ω)

≤C0C4h
2−2/p| log h|p.

Taking now p = | log h| and using that h−1/| log h| = e for h < 1 we have

∥yh − yh(u)∥ ≤ C5h
2| log h|2.

Finally, (4.4) follows from (4.7) and the previous inequality.

The control is discretized using piecewise constant functions, namely

Uh = {uh ∈ L∞(Ωh) : uh|T ∈ P0(T ) ∀T ∈ Th},

Since the elements uh of Uh are not defined on all Ω, we have to specify what we mean
when we say that uh ⇀ u weakly* in L∞(Ω). It means that∫

Ωh

uhv dx →
∫
Ω

uv dx ∀v ∈ L1(Ω).

Due to Assumption (4.1), this is the same as saying that the extension to Ω \ Ωh of uh by
any fixed function in L∞(Ω) converges weakly* in L∞(Ω).

We denote πh the linear projection onto Uh in the L2(Ωh) sense:

(πhu)|T =
1

|T |

∫
T

u dx, ∀T ∈ Th.

Abusing notation, we will sometimes write πhu = u in Ω \Ωh. With this notation, we know
that πhu → u in L2(Ω).
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We will denote

jh(u) =

∫
Ωh

|u(x)|dx.

The following approximation results will be useful.

Lemma 4. For all u ∈ Uad,

jh(πhu) ≤ j(u) ∀h > 0 (4.8)

and

lim
h→0

jh(πhu) = j(u). (4.9)

Moreover, given 1 < p < ∞ there exists a constant Kp > 0 that depends on p and Ω but it
is independent of h such that

∥u− πhu∥W−1,p(Ωh) ≤ Kph∥u∥Lp(Ω) ∀u ∈ Lp(Ω). (4.10)

Proof. The first estimate follows from the definition of πh. The convergence j(πhu) → j(u)
is an immediate consequence of the well known convergence property ∥u− πhu∥L2(Ωh) → 0
as h → 0.

Set p′ = p/(p − 1) the conjugate exponent of p and consider Vh = {v ∈ W 1,p′

0 (Ωh) :
∥v∥

W 1,p′
0 (Ωh)

= 1}. By definition of dual norm, the orthogonality property of πh, [1, Lemma

(4.3.8)] (Bramble-Hilbert’s Lemma) and the quasi-uniformity of the family of triangulations,
we have

∥u− πhu∥W−1,p(Ωh) = sup
v∈Vh

⟨u− πhu, v⟩W−1,p(Ωh),W
1,p′
0 (Ωh)

= sup
v∈Vh

∫
Ωh

(u− πhu)vdx = sup
v∈Vh

∫
Ωh

(u− πhu)(v − πhv)dx

= sup
v∈Vh

∫
Ωh

u(v − πhv)dx ≤ sup
v∈Vh

∥u∥Lp(Ω)∥v − πhv∥Lp′ (Ωh)

≤ sup
v∈Vh

Kp∥v∥W 1,p′
0 (Ωh)

∥u∥Lp(Ω)h = Kp∥u∥Lp(Ω)h.

Finally, we define

Fh(u) =

∫
Ωh

L(x, yh(u)(x)) dx, and Jh(u) = Fh(u) + µjh(u).

and formulate the discrete problem as

min
uh∈Uh,ad

Jh(uh), (Ph)

where Uh,ad = Uh ∩ Uad. Since this set is compact and nonempty, existence of a global
solution of (Ph) follows immediately from the continuity of Jh in Uh.
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For every u ∈ L1(Ω), we define the related discrete adjoint state φh(u) ∈ Yh as the
unique solution of

a(zh, φh) +

∫
Ωh

∂f

∂y
(x, yh(u))φhzhdx =

∫
Ωh

∂L

∂y
(x, yh(u))zhdx ∀zh ∈ Yh. (4.11)

With this notation, we have that for every u, v ∈ L1(Ω)

F ′
h(u)v =

∫
Ωh

φh(u)vdx.

If ūh is a local solution of (Ph), then

F ′
h(ūh)(uh − ūh) + µjh(uh)− µjh(ūh) ≥ J ′

h(ūh;uh − ūh) ≥ 0 ∀uh ∈ Uh,ad. (4.12)

5 Error estimates for the optimal states

In this section, we first analyze the convergence of the approximations (Ph) of (P) in a sense
to be precised below. Then we prove error estimates for the difference between the discrete
and the continuous optimal states.

Before stating the convergence theorems, we establish an auxiliary result.

Lemma 5. Consider {uh}h>0 ⊂ Uad such that uh
∗
⇀ u in L∞(Ω) as h → 0. Then,

lim
h→0

Fh(uh) = F (u), (5.1)

j(u) ≤ lim inf
h→0

jh(uh). (5.2)

Proof. We first write

|Fh(uh)− F (u)| ≤ |Fh(uh)− F (uh)|+ |F (uh)− F (u)|.

The convergence to zero of the second term follows from Assumption (A3) and Theorem
1.

For the first term, by the mean value theorem, we know that there exists a measurable
function 0 < θh(x) < 1 such that, if we name ŷh = yh(uh) + θh(yuh

− yh(uh)), then, using
Theorem 1, assumptions (A3) and (4.1) together with (2.3), we obtain

|F (uh)− Fh(uh)|

=
∣∣∣ ∫

Ωh

(
L(x, yuh

(x))− L(x, yh(uh)(x))
)
dx+

∫
Ω\Ωh

L(x, yuh
(x)) dx

∣∣∣
≤
∫
Ωh

∣∣∣∂L
∂y

(x, ŷh(x))
(
yuh

(x)− yh(uh)(x)
)∣∣∣ dx

+

∫
Ω\Ωh

(|L(x, 0)|+M∞CL,M∞) dx
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The second summand converges to zero due to assumptions (A3) and (4.1). For, the first
one, using the finite element estimate (4.3) we obtain∫

Ωh

∣∣∣∂L
∂y

(x, ŷh(x))
(
yuh

(x)− yh(uh)(x)
)∣∣∣ dx

≤
∥∥∥∂L
∂y

(·, ŷh)
∥∥∥
L2(Ωh)

∥yuh
− yh(uh)∥L2(Ωh)

≤CL,M∞ |Ω| 12 ch2,

which also converges to zero.

To prove (5.2), we notice that if we define uh = uh in Ωh and uh = 0 in Ω \ Ωh, we

have, due to Assumption (4.1), that uh ∗
⇀ u in L∞(Ω) and also jh(uh) = j(uh). Since j(·)

is convex and continuous, it is weakly lower semicontinuous, so

j(u) ≤ lim inf
h→0

j(uh) = lim inf
h→0

jh(uh)

and inequality (5.2) follows.

Theorem 6. Let ū be a strict strong local minimizer for (P), i.e.,

∃ρ > 0 : J(ū) < J(u) ∀u ∈ Uad \ {ū} : ∥yu − ȳ∥L∞(Ω) ≤ ρ. (5.3)

Then, there exists a sequence {ūh}h of local minimizers of (Ph) such that ūh ⇀ ū weakly*
in L∞(Ω). Moreover, there exists h0 > 0 such that

Jh(ūh) ≤ Jh(uh) ∀uh ∈ Uh,ad with ∥yh(uh)− ȳh∥L∞(Ωh) ≤
ρ

2
, ∀h ≤ h0. (5.4)

Conversely, let {ūh}h be a sequence of local minimizers of (Ph) satisfying (5.4) for some

given ρ > 0 and such that ūh
∗
⇀ ū in L∞(Ω). Then ū is a strong local solution of (P)

satisfying

J(ū) ≤ J(u) ∀u ∈ Uad : ∥yu − ȳ∥L∞(Ω) <
ρ

2
. (5.5)

Proof. Part I: Consider the set

Vad,h,ρ = {uh ∈ Uh,ad : ∥yh(uh)− ȳ∥L∞(Ω) ≤ ρ}.

From (2.7) and (4.10), we have that there exists h1 > 0 such that

∥ȳ − yπhū∥L∞(Ω) ≤
ρ

2
∀h ≤ h1.

From the finite element error estimate (4.4) we deduce the existence of h2 such that

∥yπhū − yh(πhū)∥L∞(Ω) ≤
ρ

2
∀h ≤ h2.

So we have that for 0 < h ≤ h0 := min{h1, h2}

∥ȳ − yh(πhū)∥L∞(Ω) ≤ ρ,
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and we conclude that πhū ∈ Vad,h,ρ ∀h ≤ h0. Hence, Vad,h,ρ is compact and nonempty.
Therefore the problem

min
uh∈Vad,h,ρ

Jh(uh)

has a solution ūh for every h ≤ h0. We can extract a subsequence, denoted in the same
way, such that ūh

∗
⇀ ũ in L∞(Ω). Since Uh,ad ⊂ Uad and Uad is weakly* closed in L∞(Ω),

we deduce that ũ ∈ Uad. We also have that ȳh = yh(ūh) → yũ in L∞(Ω). To check this we
write

∥ȳh − yũ∥L∞(Ω) ≤ ∥yh(ūh)− yūh
∥L∞(Ω) + ∥yūh

− yũ∥L∞(Ω). (5.6)

From (4.4) and Theorem 1 we infer that both terms converge to 0. Since ūh ∈ Vad,h,ρ, we
have that

∥yũ − ȳ∥L∞(Ω) ≤ ∥yũ − ȳh∥L∞(Ω) + ∥ȳh − ȳ∥L∞(Ω)

≤ ∥yũ − ȳh∥L∞(Ω) + ρ → ρ as h → 0.

Hence ∥yũ − ȳ∥L∞(Ω) ≤ ρ holds. Now we use Lemma 5, the optimality of ūh and Lemma 4
to infer that

J(ũ) ≤ lim inf Jh(ūh) ≤ lim supJh(ūh) ≤ lim supJh(πhū) = J(ū).

Due to the strict strong local optimality of ū, cf. (5.3), this is possible only if ũ = ū, and so
(5.6) implies that ∥ȳh−ȳ∥L∞(Ω) → 0 as h → 0. Let us take h0 such that ∥ȳh−ȳ∥L∞(Ω) < ρ/2
for any h ≤ h0. Then for any uh ∈ Uh,ad such that ∥yh(uh)− ȳh∥L∞(Ω) ≤ ρ/2, we get

∥yh(uh)− ȳ∥L∞(Ω) ≤ ∥yh(uh)− ȳh∥L∞(Ω) + ∥ȳh − ȳ∥L∞(Ω) < ρ ∀h ≤ h0.

Then uh ∈ Vad,h,ρ and, hence, Jh(ūh) ≤ Jh(uh) for every h ≤ h0, which proves the first part
of the theorem.

Part II: We denote, as above, ȳh and ȳ the discrete and continuous states associated with
ūh and ū, respectively. Let us take an arbitrary element u ∈ Uad such that ∥yu− ȳ∥L∞(Ω) <
ρ/2. We have to prove that J(ū) ≤ J(u).

First, we observe that, proceeding as in (5.6), ∥ȳh − ȳ∥L∞(Ω) → 0 as h → 0.

Next, we consider the discrete controls πhu. It is obvious that πhu ∈ Uh,ad and, we have,
from (4.4), (2.7) and (4.10), that

∥yh(πhu)− yu∥L∞(Ω) ≤ ∥yh(πhu)− yπhu∥L∞(Ω) + ∥yπhu − yu∥L∞(Ω) → 0

as h → 0. Therefore, we get

∥yh(πhu)− ȳh∥L∞(Ω) → ∥yu − ȳ∥L∞(Ω) <
ρ

2
as h → 0.

Hence, there exists h3 with h3 ≤ h0 such that

∥yh(πhu)− ȳh∥L∞(Ω) <
ρ

2
∀h ≤ h3.

Thus, from the convergence ūh
∗
⇀ ū in L∞(Ω), Lemma 5 and the local optimality of ūh

stated in (5.4), we infer

J(ū) ≤ lim inf
h→0

Jh(ūh) ≤ lim sup
h→0

Jh(ūh) ≤ lim sup
h→0

Jh(πhu) = J(u),

which concludes the second part of proof.
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Remark 2. For any fixed ū strict strong local minimizer of (P), and any sequence {ūh}h of
local minimizers of (Ph) converging weakly

∗ in L∞(Ω) to ū, we will define without ambiguity
ūh = ū in Ω\Ωh. This is consistent with our abuse of notation for πhū and our definition of
weak∗ convergence in L∞(Ω). Also we can define without problem j(ūh) and using (4.12),
we can write

F ′
h(ūh)(πhū− ūh) + µj(πhū)− µj(ūh) ≥ 0.

Remark 3. Let us observe that if {ūh}h is a sequence of global minimizers of (Ph), then
there exist subsequences converging to elements ū. Any of these controls ū is a global mini-
mizer of (P). This is an immediate consequence of the second part of Theorem 6. Indeed,
it is enough to take ρ sufficiently large.

To obtain error estimates, we will assume in what follows that, besides (A3), there exists
a constant CL,0 > 0 and some h̃ > 0 such that for all h < h̃

|L(x, 0)| ≤ CL,0 for a.e. x ∈ Ω \ Ωh. (5.7)

Assuming the second order optimality conditions we can prove some error estimates for
the difference between the continuous and discrete optimal states.

Theorem 7. Let ū be a local solution of (P) satisfying the second order sufficient conditions

(3.8). Let {ūh}h be a sequence of local minima of (Ph) such that (5.4) holds and ūh
∗
⇀ ū

in L∞(Ω). Then, there exists a constant C > 0 independent of h such that

∥ȳh − ȳ∥L2(Ω) ≤ C
√
h,

where ȳ is the solution of (3.2b) and ȳh = yh(ūh), the solution of (4.2) for ūh.

Proof. By the triangle inequality we have

∥ȳh − ȳ∥L2(Ω) ≤ ∥ȳh − yūh
∥L2(Ω) + ∥yūh

− ȳ∥L2(Ω).

The first term in the right hand side is of order O(h2); see (4.3). We just need to study the
second term.

From Theorem 1 we know that yūh
→ ȳ strongly in L∞(Ω), and hence there exists h0 > 0

such that for all 0 < h < h0, ∥yūh
− ȳ∥L∞(Ω) < ε, where ε > 0 is the one given in (3.9).

From Theorem 5, we deduce the existence of κ > 0 such that

κ

2
∥yūh

− ȳ∥2L2(Ω) ≤ J(ūh)− J(ū)

≤ [J(ūh)− Jh(ūh)] + [Jh(ūh)− Jh(πhū)]

+ [Jh(πhū)− J(πhū)] + [J(πhū)− J(ū)]

= I + II + III + IV.

Let us estimate the first term. By the mean value theorem, there exists a measurable
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function ŷh = ȳh + θ(yūh
− ȳh) with 0 < θ(x) < 1 such that

I =J(ūh)− Jh(ūh) = µj(ūh)− µjh(ūh)

+

∫
Ω\Ωh

L(x, yūh
(x)) dx+

∫
Ωh

(
L(x, yūh

(x))− L(x, ȳh(x))
)
dx

=

∫
Ω\Ωh

(µ|ū(x)|+ L(x, yūh
(x))) dx+

∫
Ωh

∂L

∂y
(x, ŷh(x))

(
yūh

(x)− ȳh(x)
)
dx

≤(µmax{|α|, |β|}+ CL,0 +M∞CL,M∞)CΩh
2 +

∥∥∥∂L
∂y

(·, ŷh)
∥∥∥
L2(Ωh)

∥yūh
− ȳh∥L2(Ωh)

≤
(
µmax{|α|, |β|}+ CL,0 +M∞CL,M∞)CΩ + CL,M∞ |Ω| 12 c

)
h2,

where we have used assumptions (4.1) together with (5.7) and (A3), Theorem 1, the bound
(2.3) and the finite element estimate (4.3). Term III can be estimated exactly in the same
way, taking into account that, due to our notation πhū = ū in Ω \ Ωh, and hence∫

Ω\Ωh

|πhū|dx =

∫
Ω\Ωh

|ū|dx ≤ max{|α|, |β|}CΩh
2

thanks to Assumption to (4.1).

Since ūh satisfies (5.4), we have that II ≤ 0 for h small enough. Indeed, we can argue
as in the second part of the proof of Theorem 6 to deduce the existence of h1 such that
πhū ∈ Uh,ad and ∥yh(πhū)− ȳh∥L∞(Ω) < ρ/2 for h < h1.

To estimate term IV, we use again the mean value theorem, together with (2.5), (4.10),
our abuse of notation πhū = ū in Ω \Ωh and the fact that ∥πhū∥L1(Ω) ≤ ∥ū∥L1(Ω), to obtain

J(πhū)− J(ū) =

∫
Ω

(
L(x, yπhū(x))− L(x, ȳ(x))

)
dx+ µj(πhū)− µj(ū)

=

∫
Ω

∂L

∂y
(x, ŷh(x))

(
yπhū(x)− ȳ(x)

)
dx+ µ

(
∥πhū∥L1(Ω) − ∥ū∥L1(Ω)

)
≤
∥∥∥∂L
∂y

(·, ŷh)
∥∥∥
L2(Ω)

∥yπhū − ȳ∥L2(Ω)

≤CL,M∞ |Ω| 12
λA

∥πhū− ū∥H−1(Ω) ≤
K2CL,M∞ |Ω| 12

λA
h.

Collecting all the estimates, we achieve the desired result.

Remark 4 (Approximation by continuous piecewise linear functions.). If we take

Uh = {vh ∈ C(Ω̄h) : vh|T ∈ P1(T ) ∀T ∈ Th}

and Uh,ad = Uh ∩ Uad, we do not improve the order of convergence. The proof follows the
same lines as before, replacing πhū by Carstensen’s quasi-interpolate; see [3] and [15, Lemma
4.5]. Notice that estimate (4.10) for p = 2 is still of order O(h), and although for p > 2 the
order of convergence is smaller, this case was only used in Theorem 6 to prove convergence,
so the proof is still valid.
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Remark 5 (Variational discretrization.). If Uh = L2(Ω), then the projection is the identity
and πhū = ū in Ω. So in the proof of Theorem 7 the term IV disappears and we obtain order
O(h). Notice that, unlike the case where the Tikhonov parameter is positive, we cannot
express in general the variational optimal control as a function depending on a finite number
of parameters.

6 Bang-bang-bang control and control error estimates

In the last section we have used the quadratic growth property of the states (3.9) to prove
error estimates between discrete and continuous optimal states. The reader can wonder
whether it is possible to get an analogous condition involving a quadratic term for the
controls. The answer is negative in general. In [13], the authors prove that if ū is a local
minimizer of (P), which is not bang-bang, then there do not exist ε > 0, κ > 0, γ > 0 and
r ≥ 1 such that the inequality

J(ū) +
κ

2
∥u− ū∥γLr(Ω) ≤ J(u) ∀u ∈ Uad : ∥u− ū∥L1(Ω) ≤ ε

holds. However, if we make a certain structural assumption on the associated adjoint state
with ū, which implies the bang-(bang-)bang property of ū, then we can get the desired
inequality. Following [13], the next hypothesis will be assumed in the rest of the paper.

∃K > 0, ∃γ ∈ (0, 1] : meas{x ∈ Ω :
∣∣∣|φ̄(x)| − µ

∣∣∣ ≤ ε} ≤ Kεγ , ∀ε > 0. (6.1)

Notice that a control ū satisfying first order optimality conditions and (6.1) is a bang-
(bang-)bang control. In some papers, the above condition is assumed to be satisfied with
γ = 1. Nevertheless, for dimension n ≥ 2 and µ = 0, the case γ = 1 may not hold in certain
common situations; see the explanation after [19, Eq. (3.5)] for an example in a polygonal
domain.

Assuming that µ = 0, if ū satisfies the first order optimality conditions and (6.1), then
it was proved in [13, Theorem 2.5] that ū is a local minimum in the L∞(Ω) sense. However,
this is not enough to deduce error estimates for the controls. We are going to show that
the second order condition (3.8) along with the structural assumption (6.1) are sufficient to
obtain some error estimates for the controls. To this end, we first establish the following
lemma.

Lemma 6. Let ū ∈ Uad satisfy the first order condition (3.1) and the structural assumption
(6.1). Then

F ′(ū)(u− ū) + µj(u)− µj(ū) ≥ ν∥u− ū∥1+
1
γ

L1(Ω) ∀u ∈ Uad (6.2)

holds, where ν =
1

2

(
2∥β − α∥L∞(Ω)

)−1/γ

.

Proof. The inequality F ′(ū)(u− ū)+µj(′ū;u− ū) ≥ ν∥u− ū∥1+
1
γ

L1(Ω) was proved in [18, Lemma

6.3]. Then, it is enough to use that j(u)− j(ū) ≥ j(′ū;u− ū) to obtain (6.2).
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Theorem 8. Let ū be a solution of (P) satisfying the second order sufficient condition (3.8)
and the structural assumption (6.1). Then there exist ε > 0 and κ > 0 such that

J(ū) +
ν

2
∥u− ū∥1+

1
γ

L1(Ω) +
κ

4
∥yu − ȳ∥2L2(Ω) ≤ J(u) ∀u ∈ Uad : ∥yu − ȳ∥L∞(Ω) < ε.

Proof. First, we make a Taylor expansion and to use (6.2) as follows

J(u) =F (u) + µj(u) (6.3)

=F (ū) + µj(ū) + F ′(ū)(u− ū) + µj(u)− µj(ū) +
1

2
F ′′(uθ)(u− ū)2

=J(ū) +
1

2
[F ′(ū)(u− ū) + µj(u)− µj(ū)]

+
1

2

[
F ′(ū)(u− ū) + µj(u)− µj(ū) + F ′′(uθ)(u− ū)2

]
≥J(ū) +

ν

2
∥u− ū∥1+

1
γ

L1(Ω) +
1

2

[
F ′(ū)(u− ū) + µj(u)− µj(ū) + F ′′(uθ)(u− ū)2

]
.

Now, it is enough to estimate the last term with (3.10), taking ρ = 1, to conclude the
proof.

Next, we consider the discrete control problems (Ph) defined in section 4. Let ū be a
local minimizer of (P) satisfying the second order condition (3.8) and the assumption (6.1).
Then, from Theorem 6 we get the existence of a sequence {ūh}h of local minimizers of

problems (Ph) such that ūh
∗
⇀ ū in L∞(Ω), ∥ȳh − ȳ∥L∞(Ω) → 0 as h → 0, and (5.4) is

fulfilled. The goal is to provide error estimates for ūh − ū. To this end we will need the
following approximation properties of πhū. Recall that we are defining πhū = ū on Ω \ Ωh.

Lemma 7. Let ū ∈ Uad satisfy the first order condition (3.1) and the structural assumption
(6.1). Then there exists Cγ > 0 independent of h such that

∥ū− πhū∥L1(Ωh) ≤ Cγh
γ (6.4)

and
|F ′(ū)(πhū− ū) + µj(πhū)− µj(ū)| ≤ Cγh

1+γ . (6.5)

Proof. Consider an element T where |φ̄(x)| − µ changes sign if µ > 0, or φ̄(x) changes sign
if µ = 0. Since φ̄ is continuous, there exists x0 ∈ T such that |φ̄(x0)| = µ or φ̄(x0) = 0.
We also have that φ̄ ∈ W 2,p(Ω) for some p > n, so φ̄ is Lipschitz, and hence there exists a
constant Lφ̄ > 0, independent of T , such that for all x ∈ T∣∣|φ̄(x)| − µ

∣∣ = ∣∣|φ̄(x)| − |φ̄(x0)|
∣∣ ≤ Lφ̄h if µ > 0,∣∣φ̄(x)∣∣ = ∣∣φ̄(x)− φ̄(x0)

∣∣ ≤ Lφ̄h if µ = 0.

Denote

S = ∪{T : |φ̄(x)| − µ changes sign in T} if µ > 0,

S = ∪{T : φ̄(x) changes sign in T} if µ = 0.



Error estimates for bang-bang controls 19

We have just proved that

S ⊂ {x ∈ Ωh :
∣∣|φ̄(x)| − µ

∣∣ ≤ Lφ̄h}

and by Assumption (6.1) we have that measS ≤ KLγ
φ̄h

γ . From (3.4) we get that ū is
constant in every triangle T where |φ̄(x)| − µ has a constant sign if µ > 0 or φ̄(x) has a
constant sign if µ = 0. Hence, the identity ū− πhū = 0 holds in Ω \ S. Therefore

∥ū− πhū∥L1(Ωh) = ∥ū− πhū∥L1(S) ≤ (β − α)KLγ
φ̄h

γ ,

and (6.4) follows.

Let us prove (6.5). If µ = 0, we have

|F ′(ū)(πhū− ū)| =
∣∣∣∣∫

Ωh

φ̄(πhū− ū) dx

∣∣∣∣ = ∣∣∣∣∫
S

φ̄(πhū− ū) dx

∣∣∣∣
≤∥φ̄∥L∞(S)∥ū− πhū∥L1(S) ≤ Lφ̄h(β − α)KLγ

φ̄h
γ ≤ Cγh

1+γ .

For the case µ > 0, we proceed as follows. For h < µ
Lφ̄

we have φ̄(x) ̸= 0 ∀x ∈ S. Then, for

every element T ⊂ S, either φ̄(x) > 0 or φ̄(x) < 0 for all x ∈ T . Using (3.4), we deduce in
the first case, that both ū(x) ≤ 0 and πhū(x) ≤ 0 for all x ∈ T and in the second case that
ū(x) ≥ 0 and πhū(x) ≥ 0 for all x ∈ T . Thus, we have

|F ′(ū)(πhū− ū)+µj(πhū)− µj(ū)| =
∣∣∣∣∫

Ωh

φ̄(πhū− ū)dx+ µ

∫
Ω

|πhū|dx− µ

∫
Ω

|ū|dx
∣∣∣∣

=

∣∣∣∣∫
S

φ̄(πhū− ū)dx+ µ

∫
S

|πhū|dx− µ

∫
S

|ū|dx
∣∣∣∣

=

∣∣∣∣∣
∫
S∩{φ̄>0}

φ̄(πhū− ū)dx− µ

∫
S∩{φ̄>0}

πhūdx+ µ

∫
S∩{φ̄>0}

ūdx

+

∫
S∩{φ̄<0}

φ̄(πhū− ū)dx+ µ

∫
S∩{φ̄<0}

πhūdx− µ

∫
S∩{φ̄<0}

ūdx

∣∣∣∣∣
=

∣∣∣∣∣
∫
S∩{φ̄>0}

(φ̄− µ)(πhū− ū)dx+

∫
S∩{φ̄<0}

(|φ̄| − µ)(ū− πhū)dx

∣∣∣∣∣
≤∥|φ̄| − µ∥L∞(S)∥ū− πhū∥L1(S) ≤ Lφ̄h(β − α)KLγ

φ̄h
γ ≤ Cγh

1+γ ,

and (6.5) is satisfied.

The next theorem provides an estimate for the difference ūh−ū and improves the estimate
for the differences of the states provided in Theorem 7 for γ > ϕ−1 ≈ 0.6180..., where

ϕ = 1+
√
5

2 is the so called golden ratio.

Theorem 9. Let ū be a solution of (P) satisfying the second order sufficient conditions (3.8)
and the structural assumption (6.1). Let {ūh}h be a sequence of local minima of (Ph) such

that (5.4) holds and ūh
∗
⇀ ū in L∞(Ω). Then, there exists a constant C > 0 independent of

h such that

∥ūh − ū∥L1(Ωh) ≤ Chγ2

,

∥ȳh − ȳ∥L2(Ω) ≤ Ch
γ(γ+1)

2 .
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Proof. Since ūh
∗
⇀ ū in L∞(Ω), using Theorem 1, we deduce that for any ε > 0 there exists

h0 > 0 such that ∥ȳh − ȳ∥L∞(Ω) < ε for every h < h0. We extend ūh to Ω by setting
ūh(x) = ū(x) if x ∈ Ω \ Ωh. The same extension is considered for πhū. Thus we have
jh(πhū) − jh(ūh) = j(πhū) − j(ūh). Now, using (6.2), (6.5), the fact that πhū ∈ Uh,ad and
the first order optimality condition (4.12) (see also Remark 2) for the discrete problem (Ph)
we get

ν

2
∥ūh − ū∥1+

1
γ

L1(Ω) +
1

2
[F ′(ū)(ūh − ū) + µj(ūh)− µj(ū)]

≤ F ′(ū)(ūh − ū) + µj(ūh)− µj(ū)

≤ [F ′(ū)(ūh − ū) + µj(ūh)− µj(ū)] + [F ′
h(ūh)(πhū− ūh) + µj(πhū)− µj(ūh)]

= [F ′(ū)− F ′
h(ūh)](ūh − πhū) + [F ′(ū)(πhū− ū) + µj(πhū)− µj(ū)]

≤ [F ′(ū)− F ′
h(ūh))](ūh − πhū) + Cγh

1+γ

= [F ′(ū)− F ′(ūh)](ūh − πhū) + [F ′(ūh)− F ′
h(ūh)](ūh − πhū) + Cγh

1+γ

= I + II + Cγh
1+γ . (6.6)

Let us estimate the terms I and II.

First, we notice that there exists a constant C0 > 0 independent of h such that

∥φ̄− φūh
∥L∞(Ω) ≤ C0∥ū− ūh∥L1(Ωh). (6.7)

To prove (6.7), define z = φ̄ − φūh
. Subtracting the equations satisfied by φ̄ and φūh

, we
obtain that z satisfies

A∗z +
∂f

∂y
(x, ȳ)z

=
[∂f
∂y

(x, yūh
)− ∂f

∂y
(x, ȳ)

]
φūh

+
[∂L
∂y

(x, ȳ)− ∂L

∂y
(x, yūh

)
]

in Ω,

z = 0 on Γ.

From assumptions (A2) and (A3), Theorem 1, (2.9) and using the mean value theorem

∥z∥L∞(Ω) ≤ C1∥ȳ − yūh
∥L2(Ω),

where C1 = T2(T∞Cf,M∞ + CL,M∞). Now, (6.7) follows from (2.6), and C0 = C1Ĉ.

For the first term, using the mean value theorem, (6.7), (6.4), and Young’s inequality

I =(F ′(ū)− F ′(ūh))(ūh − πhū)

=(F ′(ū)− F ′(ūh))(ūh − ū) + (F ′(ū)− F ′(ūh))(ū− πhū)

=− F ′′(uθ)(ūh − ū)2 +

∫
Ωh

(φ̄− φūh
)(ū− πhū)dx

≤− F ′′(uθ)(ūh − ū)2 + ∥φ̄− φūh
∥L∞(Ωh)∥ū− πhū∥L1(Ω)

≤− F ′′(uθ)(ūh − ū)2 + C0∥ū− ūh∥L1(Ωh)Cγh
γ

≤− F ′′(uθ)(ūh − ū)2 +
ν

8
∥ū− ūh∥

γ+1
γ

L1(Ωh)
+ C ′hγ(γ+1), (6.8)
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where C ′ = 1
γ

(
C0Cγ

γ
γ+1

)γ+1 (
8
ν

)γ

.

For the second term, taking into account that φ̄h ≡ 0 in Ω \ Ωh, we can write

II =

∫
Ωh

(φūh
− φ̄h)(ūh − πhū)dx.

Let us estimate φūh
− φ̄h. To this end, we introduce the function φh ∈ W 2,p(Ω) for all

p < ∞ as the solution of A∗φ+
∂f

∂y
(x, ȳh)φ =

∂L

∂y
(x, ȳh) in Ω,

φ = 0 on Γ.

Obviously, estimate (4.4) can be applied to estimate φh − φ̄h, hence we have

∥φh − φ̄h∥L∞(Ω) ≤ ch2| log h|2.

Now, we estimate the difference zh = φūh
− φh. Subtracting the equations satisfied by

φūh
and φh we obtain

A∗zh + ∂f
∂y (x, yūh

)zh

=
[∂f
∂y

(x, ȳh)−
∂f

∂y
(x, yūh

)
]
φh +

[∂L
∂y

(x, yūh
)− ∂L

∂y
(x, ȳh)

]
in Ω,

zh = 0 on Γ.

From assumptions (A2) and (A3), Theorem 1, and using the mean value theorem we infer

∥zh∥L∞(Ω) ≤ C1∥yūh
− ȳh∥L2(Ω).

Now, (4.3) and the definition of zh imply

∥φūh
− φh∥L∞(Ω) ≤ C1ch

2.

Altogether, and using Young’s inequality for p = γ+1 and q = (γ+1)/γ along with estimate
(6.4), we deduce the existence of constants C2, C3, C4 > 0 independent of h such that

II ≤C2h
2| log h|2(∥ūh − ū∥L1(Ωh) + ∥ū− πhū∥L1(Ωh))

≤C3(h
2| log h|2)γ+1 +

ν

8
∥ū− ūh∥

1+ 1
γ

L1(Ωh)
+ C4h

2+γ | log h|2. (6.9)

From (6.6), (6.8) and (6.9), we have that there exists C5 > 0 independent of h such that

ν

4
∥ūh − ū∥1+

1
γ

L1(Ωh)
+
1

2

[
F ′(ū)(ūh − ū) + µj(ūh)− µj(ū)

]
+ F ′′(uθ)(ūh − ū)2

≤ C5

(
(h2| log h|2)γ+1 + h2+γ | log h|2 + h1+γ + hγ(γ+1)

)
. (6.10)

From Lemma 2 we deduce the existence of κ > 0 such that for ε as above sufficiently small

κ

2
∥yūh

− ȳ∥2L2(Ω) ≤
1

2

[
F ′(ū)(ūh− ū)+µj(ūh)−µj(ū)

]
+F ′′(uθ)(ūh− ū)2 ∀h ≤ h0. (6.11)
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Combining (6.10) and (6.11) and taking into account that γ ≤ 1, we get

ν

4
∥ūh − ū∥1+

1
γ

L1(Ωh)
+

κ

2
∥yūh

− ȳ∥2L2(Ω) ≤ C6h
γ(γ+1)

for some C6 > 0 independent of h.

The proof concludes observing that ∥yūh
− ȳh∥L2(Ω) ≤ ch2; see (4.3).

Remark 6 (Approximation by continuous piecewise linear functions.). If we take

Uh = {vh ∈ C(Ω̄h) : vh|T ∈ P1(T ) ∀T ∈ Th}

and Uh,ad = Uh ∩ Uad, we do not improve the order of convergence. The proof follows the
same lines as before, replacing πhū by any control u∗

h ∈ Uh,ad such that u∗
h|T = α if φ̄(x) > µ

for all x ∈ T , u∗
h|T = β if φ̄(x) < −µ for all x ∈ T and u∗

h|T = 0 if |φ̄(x)| < µ for all x ∈ T .

Remark 7 (Variational discretrization.). If Uh = L2(Ω), then the projection is the identity
and πhū = ū in Ω. So in the proof of Theorem 9 the terms of order h2+γ | log h|2, h1+γ and
hγ(1+γ) in (6.10) disappear, and finally we get

∥ū− ūh∥L1(Ωh) ≤ C(h| log h|)2γ , ∥ȳ − ȳh∥L2(Ω) ≤ C(h| log h|)1+γ .

This order of convergence was obtained for problems governed by linear equations in [16,
Lemma 3.3] assuming that µ = 0, γ = 1, and φ̄ ∈ W 2,∞(Ω).

7 Numerical experiment

Consider n = 1, Ω = (−1, 1), A = −∆ = −∂xx. We will take f(x, y) = y|y|3, µ = 0 and
L(x, y) = 1

2 (y − yd(x))
2, where yd is defined later. The state equation is given by

−∂2
xxy + y|y|3 = u in (−1, 1), y(−1) = y(1) = 0,

and the adjoint state equation is given by

−∂2
xxφ+ 4|y|3φ = y − yd in (−1, 1), φ(−1) = φ(1) = 0.

We define α = −1, β = 1 and

φ̄(x) = (1− x2)(x0 − x)|x0 − x|q−1,

where the switching point x0 is x0 = 2−δ/3 for some δ > 0 and q ≥ 1. We test examples for
δ = 9, q = 1 and δ = 3, q = 2. This function clearly satisfies the boundary conditions of the
adjoint state equation and Assumption (6.1) holds for γ = 1/q ∈ (0, 1].

Taking into account the sign of φ̄, we define

ū(x) =

{
α if x < x0,
β if x > x0.

Using this control, we compute ȳ = yū. Since we cannot solve the state equation exactly, we
solve it for a uniform mesh with constant step size h = 2−15/3, so that x0 is a mesh node.
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Finally, we define yd(x) = φ̄′′(x)− 4|ȳ(x)|3φ̄(x) + ȳ(x).

With this data, we have that first order optimality conditions are satisfied and Assump-
tions (A1), (A2), (A3) and (6.1) hold for q = 1 and all q ≥ 2. Experimentally, it is clear

that ∂2L
∂y2 (x, ȳ(x))− φ̄(x)∂

2L
∂y2 (x, ȳ(x)) ≥ 1 for all x ∈ Ω, so second order sufficient condition

(3.8) is also satisfied; see (2.10).

We discretize the problem using a family of uniform meshes with constant step size
hi = 2−i, i = 3, . . .. To solve the discrete problems, we do a Tikhonov regularization, cf.
[18], i.e., we solve the finite element approximation of

(Pνj ) min
u∈Uad

Jνj (u) = J(u) +
νj
2
∥u∥2L2(Ω).

for a sequence νj ↘ 0. This problem is solved using a semismooth Newton method as
described in [8, Section 14]. We use algorithm 7.1, with parameters ν0 = 1, r = 0.1,
ε = 10−15 and νmin = 10−11.

Algorithm 7.1: Optimization algorithm

1 Set j = 0, an initial ν0 > 0 and an initial guess u0, y0, φ0. Fix 0 < r < 1 and a
tolerance ε > 0

2 Solve (Pνj ) with initial guess uj , yj , φj

3 Name the result uj+1, yj+1, φj+1

4 Set νj+1 = max{rνj , νmin}
5 if ∥uj+1 − uj∥L1(0,T ) + ∥yj+1 − yj∥L2(Ω) + ∥φj+1 − φj∥L2(Ω) < ε then
6 stop
7 else
8 Set j = j + 1 and go to 2
9 end

For γ = 1, we obtain the results summarized in Figure 1 (piecewise constant approxima-
tions), Figure 2 (piecewise linear approximations) and Figure 3 (variational approximation).
The experimental results are quite in agreement with the results in Section 6.

For γ = 1/2, we are only able to observe the predicted error estimate for the error control
in the variational approach. See Figure 4. For the other approximation we observe O(h),
despite expecting only O(h1/4) for the controls and O(

√
h) for the states.

A Appendix: sketch of the proof of equation (3.11)

For a given θ ∈ [0, 1], we denote uθ = ū+θ(u−ū). We will use the following property, proved
in [10, Lemma 3.5-2]. For every γ > 0 there exists ε > 0 such that if ∥yu − ȳ∥L∞(Ω) < ε,
then

|(F ′′(uθ)− F ′′(ū))z2v | ≤ γ∥zv∥2L2(Ω) ∀v ∈ L2(Ω). (A.1)

Firstly, we prove that there exists a constant C > 0 such that

ρJ ′(ū;u− ū) + F ′′(uθ)(u− ū)2 ≥ C∥zu−ū∥2L2(Ω). (A.2)

As in [9, Theorem 3.1], we distinguish three cases



24 E CASAS AND M. MATEOS

-18 -16 -14 -12 -10 -8 -6 -4 -2
-35

-30

-25

-20

-15

-10

-5

0
Piecewise constant approximations

control L1 error

state L2 error

O(h)

O(h
2
)

Figure 1: Experimental order of convergence. Piecewise constant approximations of the
control. γ = 1

-18 -16 -14 -12 -10 -8 -6 -4 -2
-35

-30

-25

-20

-15

-10

-5

0
Continuous P1 elements

control L1 error

state L2 error

O(h)

O(h
2
)

Figure 2: Experimental order of convergence. Continuous piecewise linear approximations
of the control. γ = 1
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Figure 3: Experimental order of convergence. Variational approximation of the control.
γ = 1
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Figure 4: Experimental order of convergence. Variational approximation of the control.
γ = 1/2

Case 1: u− ū ∈ Cτ
ū . On one hand, from [6, Lemma 2.5], we have that

J ′(ū;u− ū) ≥ 0.

On the other hand, taking ε small enough, using (A.1) with γ = δ/2 and the second
order condition (3.8), we have

F ′′(uθ)(u− ū)2 ≥ δ

2
∥zu−ū∥2L2(Ω)

and (A.2) follows.

Case 2: u − ū ̸∈ Gτ
ū. In this case it is the first derivative the one that dominates.

For any given ρ > 0, it is proved as in [9, eq. (3.8)] that for ε > 0 small enough and
∥yu − ȳ∥L∞(Ω) < ε, we have

ρJ ′(ū;u− ū) ≥ ρτ

2ε
∥zu−ū∥2L2(Ω).

By continuity properties of the second derivative, there exists M > 0 such that

F ′′(uθ)(u− ū)2 ≤ M∥zu−ū∥2L2(Ω).

So for ε > 0 small enough (and maybe depending on ρ), equation (A.2) holds.

Case 3: u− ū ̸∈ Dτ
ū and u− ū ∈ Gτ

ū. First of all, let us define τ∗ = τ/max{1, CΩ,1}. If
u− ū ̸∈ Gτ∗

ū , then Case 2 applies. Otherwise, we define the set W ⊂ Ω in the following way:

if µ = 0, W =
{
x ∈ Ω : |φ̄(x)| > τ and u(x)− ū(x) ̸= 0

}
,

if µ > 0, W =
{
x ∈ Ω : φ̄(x) = −µ and ū(x) = 0 and u(x) < 0,

or φ̄(x) = +µ and ū(x) = 0 and u(x) > 0,

or
∣∣∣|φ̄(x)| − µ

∣∣∣ > τ and u(x) ̸= ū(x)
}
,
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Let us also denote V = Ω \W and define now v = (u − ū)χV and w = (u − ū)χW . On
one hand we have (see [11, Proposition 3.6] and [9, eq. (3.11)]) that

J ′(ū;u− ū) ≥ τ∥w∥L1(Ω). (A.3)

On the other hand, by construction, v belongs to Dτ
ū. We also know that v ∈ Gτ∗

ū ⊆ Gτ
ū.

This result is proved in [9] for the parabolic case and applies mutatis mutandis to the elliptic
case. Thus, v is an element of Cτ

ū . Using now that u− ū = v +w, (A.1) and (3.8), we have
that there exists a constant c > 0 such that

F ′′(uθ)(u− ū)2 ≥ δ

8
∥zu−ū∥2L2(Ω) − c∥zw∥2L2(Ω). (A.4)

Define now CΩ,1 and C∞,Ω as the continuity constants of the mapping v 7→ zv respectively
in L1(Ω) and from L2(Ω) to L∞(Ω), i.e.,

∥zv∥L1(Ω) ≤CΩ,1∥v∥L1(Ω) ∀v ∈ L1(Ω), (A.5)

∥zv∥L∞(Ω) ≤CΩ,∞∥v∥L2(Ω) ∀v ∈ L2(Ω). (A.6)

In addition, we know that there exists δ > 0 such that,

∥yu − ȳ∥L∞(Ω) ≤ δ ⇒ ∥zu−ū∥L∞(Ω) ≤ 2∥yu − ȳ∥L∞(Ω). (A.7)

The proof of this result is done [9, Lemma 2.4] for the parabolic case, the adaptation for the
elliptic case being immediate.

Let us define the constants

K = 2C2
Ω,∞(β − α)|Ω|, ε0 =

ρτ

4cCΩ,1
, and ε = min

{
δ, 4

ε20
K

}
,

From now on, we suppose

∥yu − ȳ∥L∞(Ω) ≤ ε.

Using (A.3), the fact that u− ū ∈ Gτ
ū, that ε ≤ δ, and (A.7) we have

τ∥w∥L1(Ω) ≤J ′(ū;u− ū) ≤ τ∥zu−ū∥L1(Ω) ≤ τ∥zu−ū∥L∞(Ω)|Ω| ≤ 2τ |Ω|ε.

With this inequality, and taking into account that ∥w∥L∞(Ω) ≤ β−α, and the definitions of
ε and K, we obtain

∥w∥L2(Ω) ≤ (β − α)1/2∥w∥1/2L1(Ω) ≤ (β − α)1/2(2|Ω|)1/2ε1/2 ≤ 2ε0
CΩ,∞

.

Taking into account the previous estimate and (A.6), we deduce that ∥zw∥L∞(Ω) ≤ 2ε0, and
hence, using (A.5), we obtain

∥zw∥2L2(Ω) ≤ 2ε0∥zw∥L1(Ω) ≤ 2ε0CΩ,1∥w∥L1(Ω).
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Finally, (A.2) is deduced using inequalities (A.4) and (A.3), the previous inequality, and the
definition of ε0 as follows:

ρJ ′(ū;u− ū) + F ′′(uθ)(u− ū)2 ≥δ

8
∥zu−ū∥2L2(Ω) − c∥zw∥2L2(Ω) + ρτ∥w∥L1(Ω)

≥δ

8
∥zu−ū∥2L2(Ω) + (ρτ − 2cε0CΩ,1)∥w∥L1(Ω)

=
δ

8
∥zu−ū∥2L2(Ω) +

1

2
ρτ∥w∥L1(Ω)

≥δ

8
∥zu−ū∥2L2(Ω).

To conclude the proof of (3.11), it is enough to notice that (see [9, eq. (2.9)]) for ε > 0
small enough

∥zu−ū∥L2(Ω) ≥
1

2
∥yu − ȳ∥L2(Ω).
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