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Abstract. The automotive industry has evolved in recent years with
new driving assistance systems, which make it evolve towards autonomous
driving, in which the figure of the driver becomes less relevant over time
until it becomes unnecessary to have a person driving the vehicle. As a
contribution to this evolution towards autonomous driving, a low-cost
prototype is presented, which can be installed in any type of car, capa-
ble of capturing images of driving by means of a camera and processing
information from traffic signs on the road. This information can be used
as input for another system, in which, thanks to this already processed
signal information, it can make other types of driving decisions.
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1 Introduction

The automotive industry, like all industries, is in continuous evolution, seeking
to improve vehicles by incorporating new technologies that are being discovered,
researched, and improved. As part of this quest for continuous improvement, the
automotive industry has been incorporating new safety and driving assistance
systems in vehicles, such as:

— Speed control, which allows limiting or maintaining a constant speed in
the vehicle without the driver needing to interact with the pedals. Some
research on how to approach speed control can be found in [18, 9, 25, 3, 2, 26]

— Line tracking, which allows recognition of the lines on the road that delimit
the lanes. This improvement is implemented in vehicles in two different ways:

o Unintentional lane change warning. These systems aim at driver safety,
alerting the driver when changing lanes if the system considers that
the change is not intentional, but rather that it is a matter of absent-
mindedness [8, 16, 1].

o Steering control. This type of system has been under investigation for
less time and is based on an intelligent system controlling the lateral
movement of a vehicle, for example, to keep it in a lane. Some research
in this field can be found in [13, 21].
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— Emergency braking, This system is responsible for stopping the vehicle
in the event of a dangerous or hazardous situation that requires it to stop.
On this system, there are solutions with classic conditional logic and with
artificial intelligence systems [23, 10, 19].

The combination and integration of these systems are moving the automotive
industry towards what is known as autonomous driving. To properly define the
term autonomous driving, the Society of Automotive Engineers (SAE) has pub-
lished the J3016 standard[20], which refers to the 6 different levels into which
a vehicle can be classified according to its ability to drive autonomously (see
Figure 1):

— Level 0. This is the level of driving that has been occurring since the inven-
tion of the automobile. At this level, there is no system that intervenes in
the driving and the driver is in charge of performing all the necessary actions
on board the vehicle.

— Level 1. This level incorporates a driver assistance system, speed control. At
this level, the driver can disengage from controlling the speed of the vehicle
and focus on controlling the steering.

— Level 2. At this level, the driver can momentarily ”disengage” from speed
and direction control, and the vehicle can take over these two tasks. However,
the driver is necessary to control the environment in which the vehicle is
driving, as well as to give orders to the speed and steering systems so that
the vehicle knows what to do and takes over in case of emergency.

— Level 3. At this level, the vehicle can control speed and direction and is also
able to observe the environment in which it is driving to make decisions such
as which exit to take at a traffic circle, what to do at a junction, overtaking,
etc. The driver is still needed to take control in case of emergency, as he/she
must be partially in control of what is happening on the road.

— Level 4. At this level, the driver’s work becomes optional, since the vehicle
is capable of performing all the necessary actions while driving, including
making decisions in case of emergency. However, the driver can take control
if he/she wishes.

— Level 5. At this level, there is no driver, as the vehicle will have neither
pedals nor steering wheels. In no way can a person drive.

The present project is going to focus on the automatic identification of traffic
signs. There are works based on different techniques both in the industry and
in the literature: positioning-based systems, sensor-based systems. Positioning-
based systems are the most common to be found nowadays and propose to use
data labeled on digital maps[5,12,17] in order to obtain additional information
about the road on which they run. This method has the disadvantage of labeling
work and the risk of having an obsolescent map due to new legislation, signage
or construction work.

Sensor-based systems obtain information from the road by means of sensors
installed in the vehicle, which allows real-time information to be available. The
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Fig. 1: Classification of autonomous driving levels. Currently, vehicles that are
on the road are in levels 0, 1 and 2.

sensors most commonly used in the literature and which offer the most complete
information are cameras [14,6,11,15] and LIDAR sensors[27, 24, 7].

This project aims to generate a low-cost prototype to be implemented in
a vehicle that, using a camera, captures the traffic signs present on the road,
showing them to the user and allowing other driving assistance systems to consult
and make use of this information. It is important that the system is fast enough to
capture and process the information from a traffic sign before the vehicle reaches
it. Deep Learning has been used as the modeling tool for signal identification.

The structure of this study is as follows. The next Section includes both the
deployed hardware and the modeling issues. This section also deals with the data
set that has been gathered for this research and with the experimental setup.
Section 3 includes the results and the discussion that follows. The study ends
with the conclusions drawn.

2 Materials and Methods

2.1 Deployed infrastructure

For the construction of the system, there are different alternatives to choose
for its construction. It is necessary to select which product will be used for the
following components of the system:
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— Hardware. Among all the hardware alternatives that could have been used,
Intel NUC was chosen because of its power and versatility. In addition, a USB
camera and a small HDMI screen are also required to display the information.

— Operating System. GNU/Linux Ubuntu has been chosen as the operating
system because it offers ease for multiprocess development and communica-
tion between several processes, besides being a free and open system that
will not increase the cost of the prototype.

— Development software. For the implementation, the Python programming
language will be used together with Keras, since it is a solution widely used
in the literature.

From the design point of view, it is composed of 3 modules:

— Camera control module. This module will be in charge of taking snap-
shots of the camera periodically. These images will constitute the data input
to the system.

— System logic module. This is the core of the system. It is composed of 3
activities that are executed for each input data in a correlative way. These
activities are:

1. Preprocessing. In this phase, the input image is transformed from RGB
to Lab and the Gaussian and descend gradient transformation are per-
formed on it to enhance the edges.

2. Segmentation. Using the preprocessed image, the HoughtLines algorithm
is applied in order to detect edges and extract possible signals. From
here on, we will work with these clippings to determine whether or not
it contains an image, and which image it is.

3. Identification. This last phase uses the model to be defined below to
determine which sign the image contains if any.

— Output control module. This module controls the output of the system
and keeps a history of the processed data in a database.

These 3 modules described above must communicate and pass information to
each other, as shown in Figure 2. As each module will be running in a different
process of the Intel NUC, it is necessary to define a protocol for communica-
tion. The communication will be done by means of JSON messages transmitted
through an IPC queuing system already implemented in the operating system.
Each message will contain information about the sender, a title, a content —that
could be an image, number, text—, a description of the content, and a reference
to an image.

The deployment of the system is very simple. All the developed software will
be installed on an Intel NUC, in which a camera is connected to take images
and a screen to display the information.

2.2 Deep Learning models

The proposal included in this work is based on the DL topology presented in [4].
Ciresan’s work proposed a DL architecture consisting of two parts: a first filter
part and a second part that computes the results.
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In the first filter part, there are 3 blocks in which each block is composed of
2 layers: one convolutional and one max pooling. In each block, the number of
filters, both in the convolutional layer and in the Max Pooling layer, is increased,
with filter values of 100, 150, and 250 for each block, respectively. In addition,
the kernel of the convolutional layers is also reduced in each block.

The second part is in charge of the model output and is composed of 2 densely
connected layers, the first one with 300 neurons and the second one with as many
neurons as different signals it can classify. The latter has softmax activation. A
graphical representation of the model construction can be seen in Figure 3.
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Fig. 3: Graphical representation of the network used

This topology is further implemented in the form of a Multicolumn Deep
Neural Network (MCDNN). MCDNN are neural networks that are formed from
the use of several deep neural networks that are placed in parallel, all these
sub-networks process the model input and provide an output, which processed
by a subsequent phase in which the model output is determined by a consensus
algorithm.

Besides, the initialization of the weights has been performed with random
values in the interval [—0.5,0.5]. Furthermore, the majority algorithm was es-
tablished as the consensus algorithm. In case of a tie, it will be determined that
there is no signal. Figure 4 used includes two examples of how the consensus
algorithm works.

2.3 Data set description

In the field of traffic signals, there are not a large number of datasets and all
those found have the problem that they do not cover enough of the reality. For
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Fig. 4: Exemplification of the consensus algorithm used

a dataset to be considered very complete it must include instances that cover all
the conditions that affect visibility:

— Meteorology

— Vegetation

— Time of day

— Additional illumination, such as streetlights or lights from other vehicles

Infrastructure
Other vehicles

By way of example, Figure 5 show the clear difference that exists when taking
an image from the same point on the road between the morning of a rainy day
and the afternoon of a sunny day.

(a) Image of the road on a sunny after- (b) Image of the road on a rainy morn-
noon ing

Fig. 5: Comparison of images according to different environmental conditions

This project has used one of the most comprehensive datasets ever found
in a search, consisting of 43 different types of traffic sign images captured in
Germany [22]. To try to reduce the limitations of the dataset in terms of a variety
of situations, Data Augmentation has been used, making zoom and rotation
modifications on each image. In this way, the network can take the same image
several times with different transformation settings.
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2.4 Experimental setup

With the above dataset, training of 5 classification models is performed, which
will be the ones that will be part of the classifier set. This training will be
carried out by means of cross-validation with 10 groups and the duration of the
training will be determined manually, analyzing the evolution of the accuracy of
the dataset.

After the 5 models have been trained, they are merged in the classification
system and deployed in the final model for the last test. Once the system was
developed, 4 case studies were proposed to observe and evaluate its performance:

. Incorporation to a conventional road

. Driving on and exit from a highway.

. Driving along the highway until it ends at a traffic circle.
. Driving in the city

=~ W N

We will drive through the 4 scenarios proposed, recording the execution of
the system and then analyzing the video and making a count of the images
that appear in the video and that the system recognizes, those that it does not
recognize, and those that it claims to recognize but do not exist in the real
scenario.

3 Results and Discussion

3.1 Model training results

Following the established experimental protocol, 5 models were obtained that
will form the classification set and the result of their metrics can be seen in
Table 1.

Table 1: Accuracy of the trained nets
‘Network 1 Network 2 Network 3 Network 4 Network 5

Mean in cross validation |87.851 %  87.516 %  89.807 %  87.322 %  87.962 %
Cross-validation variance|0.1394 0.1462 0.1458 0.1488 0.1429
Test value obtained 93.666 % 93.381 % 92391 % 94394 %  92.352 %

3.2 Validation with the physical deployment

As mentioned above, the last step will be to test the operation in a real scenario,
using the four scenarios that have been proposed. Figure 6 shows a capture of
the prototype’s output in each of the 4 planted scenarios.

With this test, it was determined that the system was able to recognize all
the signals present on the road, but it is not able to determine whether these
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Fig. 6: Screenshots taken during prototype testing.

signals affect the vehicle or not, since it detects signals from other lanes or from
other roads on which the vehicle is not traveling, but which it is able to see. In
addition, the system also has false positives, detecting signals that do not exist
in reality.

4 Conclusions

With this project, a prototype has been designed and developed for the detection
of traffic signs on the road. The prototype has a good hit rate with the images
received as long as they are captured in good environmental conditions.

To improve the performance of the system, it is proposed as a future study
the development of a dataset with a large number of data, including different
environmental conditions that may affect the recognition of images.
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