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a b s t r a c t 

The quest for sustainability has arrived to the manufacturing world, with the emergence of a research field known 
as green scheduling . Traditional performance objectives now co-exist with energy-saving ones. In this work, we 
tackle a job shop scheduling problem with the double goal of minimising energy consumption during machine 
idle time and minimising the project’s makespan. We also consider uncertainty in processing times, modelled with 
fuzzy numbers. We present a multi-objective optimisation model of the problem and we propose a new enhanced 
memetic algorithm that combines a multiobjective evolutionary algorithm with three procedures that exploit 
the problem-specific available knowledge. Experimental results validate the proposed method with respect to 
hypervolume, 𝜖-indicator and empirical attaintment functions. 
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. Introduction 

Scheduling problems appear in numerous domains, among others,
ngineering, management science or distributed and parallel comput-
ng. One of the most relevant problems is the job shop problem in its
umerous variants, since it is considered to be a reference for many
ractical applications (for instance, wafer fabs in the semiconductor in-
ustry often function as job shops) [1] . Also, it is an NP-hard problem,
hus posing a challenge to the research community [2] . 

The most common objective in the literature consists in finding so-
utions minimising the execution time span of the project, known as
akespan. However, more recently, a growing environmental aware-
ess has translated into concerns about the carbon footprint of everyday
ndustrial process. Additionally, energy consumption in high-volume
anufacturing constitutes a significant cost item in important industries

pharmaceutical, chemical, food-processing, moulding etc [3,4] . [5] ).
inimising energy consumption is thus essential to control the envi-

onmental impact of a project while it can also bring significant cost re-
uctions. However, energy saving should not be obtained at the cost of
acrificing service levels. For this reason, the concepts of energy-aware
nd green scheduling have emerged as relevant research topics in recent
ears [6] . In this new context, production scheduling can play a key role
n reducing the energy consumption of factories and industrial plants as
ell as fossil fuels use in hybrid production systems by incorporating

nergy efficiency to the range of objectives under consideration [3,7,8] .
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n particular, for those production systems where machines cannot be
ompletely turned off during idle periods (since restarting them may
equire a high energy consumption, or frequent turn on and off may
amage the machines), the stand-by energy consumption incurred by
dle machines constitutes an energy cost that should be minimised [9] . 

Additionally, mainstream scheduling approaches usually assume
hat all activity durations are precisely known in advance and do not
hange as the solution is being executed. Still, in many real-world ap-
lications these variables are subject to perturbations or changes, caus-
ng optimal solutions to the original problem to be of little or no use
n practice [10,11] . This is why there exists an increasing interest on
aking into consideration uncertainty in some of the input variables. To
his end, fuzzy sets provide an interesting framework to tackle uncer-
ainty in scheduling [12] . In particular, the fuzzy job shop problem, a
ob shop with uncertain durations modelled using fuzzy numbers, has
eceived increasing attention during the last years [13,14] . The best-
nown solutions for the fuzzy job shop in terms of makespan have been
btained by a memetic algorithm combining a genetic algorithm and
abu search [15] . 

The simultaneous minimisation of makespan and objective functions
elated to energy consumption has been the goal of several recent con-
ributions in different deterministic scheduling problems: unrelated par-
llel machine [16–19] , different variants of the permutation flowshop
6,20–24] , job shop [17] [25] , and more complex production scheduling
26] . However, to the best of our knowledge, energy costs in scheduling
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nder uncertainty are only addressed in [27] , where a multi-objective
enetic algorithm is proposed to optimise both the total weighted tardi-
ess and the non-processing energy consumption. 

The literature on deterministic scheduling with energy and
akespan includes a number of successful and diverse solving meth-

ds based on mathematical optimisation [4,20,23] , constraint program-
ing [4,17,23] , constructive heuristics [6,23] , several bioinspired meta-
euristics such as ant colony [21] , differential evolution [19] , multi-
bjective genetic algorithm hybridised with heuristic population ini-
ialisation [25] or whale-swarm [24] , and memetic algorithms incor-
orating different types of local search [16,18,26] . Also, in an increas-
ngly popular approach known as mathheuristics , the biobjective job shop
inimising total weighted tardiness and energy consumption is tackled

n [28] using a memetic algorithm incorporating a linear programming
ost-processing to further improve the energy consumption of a set of
on-dominated solutions. More commonly, mathematical programming
s embedded into metaheuristics to improve local search [29] or used to
olve relaxed versions of the problem [30] or some sub-problems [31] . 

In this work we consider a multiobjective fuzzy job shop problem
ith two different objectives: minimising the makespan and minimising

he non-processing energy. In so doing, we address the reduction of en-
rgy consumption in manufacturing (and the consequent improvement
n environmental sustainability) without compromising service levels.
ollowing a design principle of memetic algorithms [32] , we propose
 new hybrid metaheuristic combining functionalities from different
earch paradigms to achieve a synergetic behaviour. 

We have a dominance-based evolutionary component, with a pop-
lation of solutions that approach the optimal Pareto front from dif-
erent directions. During the evolution, we incorporate two different
ingle-objective local search procedures to optimise individual objec-
ives: a tabu search for makespan and a heuristic for non-processing
nergy. Although having single-objective local search in a multiobjec-
ive memetic algorithm is not the most extended approach in the litera-
ure, it has nonetheless been successfully used in the past, for instance,
n [33] . The weaker intensification provided by the heuristic method for
he non-processing energy objective motivates incorporating a third in-
ensification mechanism: a post-process based on a linear programming
odel making use of the commercial solver IBM ILOG CPLEX [34] to

urther improve the final set of non-dominated solutions. This obtains
ptimal energy values without altering job processing orders on each
achine nor the makespan, an approach inspired by [28] . In the liter-

ture, we find multi-objective local search algorithms using neighbour-
ood structures specifically designed for only one of the objectives (the
akespan), even if they include constructive heuristics at the end of the

ocal search to improve the energy consumption of the built schedule
6,24] . We shall argue that a better exploitation is obtained by combin-
ng a single-objective and domain-specific local search for the makespan
ith a heuristic reduction strategy and a linear programming technique

ocused on the energy. This design is, on other hand, a natural conse-
uence of the fact that the fuzzy makespan is a regular measure whereas
he fuzzy non-processing energy is not. An extensive experimental study
s conducted to validate the proposed method using three performance
etrics for multiobjective optimization: hyper-volume, 𝜖-indicator and

mpirical attaintment functions. 
The contributions of this paper are the following: 

• The bi-objective fuzzy job shop scheduling problem with makespan
and non-processing energy minimisation is considered for the first
time and a new mixed integer programming (MIP) model is defined.

• A new enhanced memetic algorithm to solve this problem is pro-
posed. Although it builds on previous works and templates from
the literature, non-trivial changes are introduced in different compo-
nents of the algorithm to handle the uncertainty and the objectives
considered here and the different techniques are combined in a novel
manner to obtain a memetic procedure that makes a reasonable use
of computational resources. In particular: 
2 
• The evolutionary algorithm slightly modifies the NSGA-II tem-
plate to introduce more diversity in the population and incorpo-
rate strategies that make use of problem-specific knowledge to
intensify the search separately for both objectives. 

• The heuristic procedure to improve the NPE of a solution by per-
forming right-shifts is based on a similar one from [27] but it nec-
essarily differs from this previous procedure given the change in
the objective function to be optimised simultaneously with NPE.
How the right-shifts can be performed without affecting the feasi-
bility of the schedule nor worsening the makespan is established
in a new theoretical result. 

• A commercial solver is incorporated to solve a linear program
(LP) as a final improvement step which is obtained by linearising
the MIP using the solution of the evolutionary algorithm. 

• An extensive experimental study is presented to validate the pro-
posal. 

• A set of benchmark instances and a suite of detailed results of the
multiobjective algorithm on these instances is provided as reference
for future work on this variant of the job shop problem. 

The remaining of this paper is organised as follows. After introduc-
ng some preliminary concepts in Section 2 , a formal statement of the
ultiobjective problem is given in Section 3 , including a bi-objective
IP model. Section 4 presents a multiobjective enhanced memetic al-

orithm as solving method. Finally, Section 5 reports experimental re-
ults to empirically evaluate the performance of the proposed method
nd the synergy produced by its different components. Finally, some
emarks and conclusions are given in Section 6 . 

. Preliminaries 

.1. Multi-objective optimisation 

A multi-objective optimisation problem [35] is an optimisation problem
onsidering more than a single objective function 𝑓 1 , … , 𝑓 𝐺 , 𝐺 ≥ 2 . In
ddition to the usual decision variable space 𝑋 of feasible solutions there
xists an additional space called the objective space 𝑍, so every solution
 ∈ 𝑋 is associated to an objective vector 𝒛 = 𝒇 ( 𝒙 ) = ( 𝑓 1 ( 𝒙 ) , … , 𝑓 𝐺 ( 𝒙 )) ∈
. It is usually assumed that 𝑍 ⊆ ℝ 

𝐺 , that is, 𝑓 𝑘 associates to each de-
ision variable 𝒙 a value 𝑓 𝑘 ( 𝒙 ) ∈ ℝ . It suffices however that 𝑓 𝑘 ( 𝒙 ) is in
 totally ordered set ⟨𝐿, ≤ 𝐿 ⟩, so 𝑓 𝑘 induces a complete pre-order ≤ 𝑘 (a
omplete, reflexive and transitive relation) in the set of decision vari-
bles defined as follows: 𝒙 ≤ 𝑘 𝒚 if and only if 𝑓 𝑘 ( 𝒙 ) ≤ 𝐿 𝑓 𝑘 ( 𝒚 ) . Given this
apping 𝒇 ∶ 𝑋 → 𝑍, solutions in 𝑋 may be compared in terms of some

rdering relation in the objective space 𝑍, most commonly, a Pareto
rder. 

When the objective is to minimise 𝒇 ( 𝒙 ) subject to 𝒙 ∈ 𝑋, for any two
easible solutions 𝒙 , 𝒚 ∈ 𝑋 𝒙 is said to dominate 𝒚 , denoted 𝒙 ≺ 𝒚 , if and
nly if ∀𝑘 = 1 , … , 𝐺, 𝑓 𝑘 ( 𝒙 ) ≤ 𝑓 𝑘 ( 𝒚 ) and there exists at least one objective
 

∗ , 1 ≤ 𝑘 ∗ ≤ 𝐺, such that 𝑓 𝑘 ∗ ( 𝒙 ) < 𝑓 𝑘 ∗ ( 𝒚 ) . In other words, 𝒙 is no worse
han 𝒚 in all objectives and is strictly better in at least one of them.

e also say that 𝒙 is preferred to 𝒚 or non-dominated by 𝒚 and that 𝒚 is
ominated by 𝒙 . A solution 𝒙 ∗ ∈ 𝑋 is Pareto-optimal if it is non-dominated
y any other solution, that is, there exists no other solution 𝒙 ∈ 𝑋 such
hat 𝒙 ≺ 𝒙 ∗ . The set of Pareto-optimal solutions receives the name of
areto-optimal set or Pareto set in short, and its mapping in the objective
pace is called Pareto front . 

.2. The job shop problem 

The classical job shop scheduling problem (JSP) consists in scheduling
 set of jobs 𝐽 on a set of machines 𝑀 , subject to a set of constraints.
here are precedence constraints , so each job 𝑗 ∈ 𝐽 consists of a set of
asks or operations to be sequentially scheduled. There are also resource

onstraints , whereby each task of a job requires the uninterrupted and
xclusive use of a machine for its whole processing time; 𝑜 𝑗𝑚 represents
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he operation of job 𝑗 processed on machine 𝑚 and 𝑝 𝑗𝑚 represents its
rocessing time. There is no recirculation, so for each job 𝑗 the func-
ion 𝑠𝑢𝑐𝑐 𝑗 ( 𝑚 ) , representing the machine that succeeds machine 𝑚 in the
rocessing of job 𝑗, determines a linear order in the set of the machines
hat process job 𝑗, 𝑀 𝑗 ⊆ 𝑀 . Additionally, in an energy-aware context,
e follow [9] and assume that the energy consumption per time unit of
 machine 𝑚 while it is idle is given by its idle power level 𝑃 𝑖𝑑𝑙𝑒 𝑚 . 

A solution to this problem is a schedule , i.e. an allocation of start-
ng times for each task, 𝑠 𝑗𝑚 , which, besides being feasible (in the sense
hat all precedence and resource constraints hold), is optimal accord-
ng to some criteria, in our case, reducing the makespan and the non-
rocessing energy consumption. Analogously to the unrelated parallel
achine problem [16] , in the job shop, minimising the makespan is

elated to an efficient use of the machines whereas minimising energy
onsumption implies a reduction of costs for industries as well as a cost-
onscious use of environmental resources. 

.3. Fuzzy durations 

It is commonly assumed that the exact processing time of a task is
xactly known in advance. However, this is rarely the case in real-life ap-
lications. More often, there is an uncertain knowledge about the dura-
ion, possibly based on previous experience. The crudest representation
f such uncertain knowledge would be a human-originated confidence
nterval. If some values appear to be more plausible than others, then
 natural extension is a fuzzy interval or fuzzy number. The simplest
odel is a triangular fuzzy number (TFN), denoted 𝑎 = ( 𝑎 1 , 𝑎 2 , 𝑎 3 ) , given

y an interval [ 𝑎 1 , 𝑎 3 ] of possible values and a modal value 𝑎 2 ∈ [ 𝑎 1 , 𝑎 3 ] .
ts membership function takes the following triangular shape: 

𝑎 ( 𝑥 ) = 

⎧ ⎪ ⎨ ⎪ ⎩ 
𝑥 − 𝑎 1 
𝑎 2 − 𝑎 1 ∶ 𝑎 1 ≤ 𝑥 ≤ 𝑎 2 

𝑥 − 𝑎 3 
𝑎 2 − 𝑎 3 ∶ 𝑎 2 < 𝑥 ≤ 𝑎 3 

0 ∶ 𝑥 < 𝑎 1 or 𝑎 3 < 𝑥. 

(1)

riangular fuzzy numbers (or, more generally, fuzzy intervals) are
idely used in scheduling as a model for uncertain processing times [12–
4] . 

For solving the job shop problem, four arithmetic operations on TFNs
re necessary: addition, substraction, product by a constant and the max-
mum. These are usually defined by extending the corresponding oper-
tions on real numbers using the Extension Principle, so for any pair
f TFNs 𝑎 and 𝑏̂ and for any 𝑟 ∈ ℝ , the first three operations can be
xpressed as follows: 

 ̂+ ̂𝑏 = ( 𝑎 1 + 𝑏 1 , 𝑎 2 + 𝑏 2 , 𝑎 3 + 𝑏 3 ) . (2) 

 ̂− ̂𝑏 = ( 𝑎 1 − 𝑏 3 , 𝑎 2 − 𝑏 2 , 𝑎 3 − 𝑏 1 ) . (3) 

 ̂𝑎 = ( 𝑟𝑎 1 , 𝑟𝑎 2 , 𝑟𝑎 3 ) . (4) 

bviously, the above operations are also applicable in the case where
ither 𝑎 or 𝑏̂ are in fact real numbers ( ̂𝑎 = ( 𝑎, 𝑎, 𝑎 ) or 𝑏̂ = ( 𝑏, 𝑏, 𝑏 ) ) and
ubsume the usual arithmetic operations for real numbers. 

Unfortunately, computing the extended maximum is not that simple
nd the set of TFNs is not even closed under this operation. Hence, it is
ommon in the fuzzy scheduling literature to approximate the maximum
f two TFNs component-wise: 

ax ( ̂𝑎 , ̂𝑏 ) ≈ ( max ( 𝑎 1 , 𝑏 1 ) , max ( 𝑎 2 , 𝑏 2 ) , max ( 𝑎 3 , 𝑏 3 )) . (5)

esides its extended use, several arguments can be given in favour of
his approximation (cf. [14] ). 

The membership function 𝜇𝑎 of a fuzzy time ̂𝑎 may be interpreted as a
ossibility distribution on the real numbers [36] , representing the set of
ore or less plausible, mutually exclusive values of a variable 𝑎 (in our

ase, the underlying uncertain time). Since a degree of possibility can
e viewed as an upper bound of a degree of probability, 𝜇 also encodes
𝑎 

3 
 whole family of probability distributions. This allows to define the
xpected value of a TFN ̂𝑎 as [37] : 

[ ̂𝑎 ] = 

1 
4 
( 𝑎 1 + 2 𝑎 2 + 𝑎 3 ) . (6)

he expected value is linear and it induces a ranking ≤ 𝐸 in the set of
FNs [38] , so for any two TFNs 𝑎 , ̂𝑏 , 𝑎 ≤ 𝐸 ̂𝑏 if and only if 𝐸[ ̂𝑎 ] ≤ 𝐸[ ̂𝑏 ] .
learly, if ∀𝑖 ∈ 1 , 2 , 3 , 𝑎 𝑖 ≤ 𝑏 𝑖 , then ̂𝑎 ≤ 𝐸 ̂𝑏 . 

. Problem formulation 

In this work we address a job shop scheduling problem with fuzzy
urations (fuzzy JSP or FJSP in short) with the aim of finding a solution
hat is efficient in terms of energy consumption and, at the same time,
nishes the whole project as soon as possible. Hence, we consider two
bjectives: minimising makespan and minimising energy-consumption.
hese two objectives have a conflicting nature [6,16,23] because there

s usually a trade-off between optimising production w.r.t. completion
ime and minimising energy consumption. 

.1. Fuzzy makespan 

A schedule 𝒔 for a job shop problem may be determined by a deci-
ion variable 𝒙 = ( 𝑥 𝑖𝑗𝑚 , 𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑖 ∩𝑀 𝑗 ) representing a partial pro-
essing order of jobs on all machines, where 𝑥 𝑖𝑗𝑚 takes value 1 if job 𝑖
mmediately precedes job 𝑗 on machine 𝑚 and 0 otherwise (notice that,
or fixed values of 𝑗 and 𝑚 , there exists at most one 𝑖 such that 𝑥 𝑖𝑗𝑚 = 1 ).
uch schedule (starting completion times of all tasks) may be easily com-
uted based on 𝒙 using a semi-active schedule builder [39] . For every
ask 𝑜 𝑗𝑚 with processing time ̂𝑝 𝑗𝑚 , let 𝑝𝑟𝑒𝑑 𝑗 ( 𝑚 ) be the machine that pre-
edes machine 𝑚 in the processing order of job 𝑗. Then, if 𝑥 𝑖𝑗𝑚 = 1 , the
arliest feasible starting time of 𝑜 𝑗𝑚 , ̂𝑠 𝑗𝑚 is a TFN given by: 

 𝑗𝑚 = 

{ 

𝑐 𝑗𝑝𝑟𝑒𝑑 𝑗 ( 𝑚 ) if ∀𝑖, 𝑥 𝑖𝑗𝑚 = 0 , 
max ( ̂𝑐 𝑗𝑝𝑟𝑒𝑑 𝑗 ( 𝑚 ) , ̂𝑐 𝑖𝑚 ) if 𝑥 𝑖𝑗𝑚 = 1; (7) 

here ̂𝑐 𝑗𝑝𝑟𝑒𝑑 𝑗 ( 𝑚 ) = (0 , 0 , 0) if there is no machine preceding 𝑚 in the pro-
essing order of job 𝑗 (that is, 𝑜 𝑗𝑚 is the first operation of the job 𝑗). The
orresponding completion time ̂𝑐 𝑗𝑚 is a TFN obtained as follows: 

 ̂𝑗𝑚 = ̂𝑠 𝑗𝑚 + ̂𝑝 𝑗𝑚 . (8)

The resulting schedule 𝒔 is fuzzy in the sense that the starting and
ompletion times of all tasks are fuzzy numbers, interpreted as possibil-
ty distributions on the values that these times may take. Notice however
hat there is no uncertainty regarding the order in which jobs are to be
rocessed in machines. 

The completion time of each job 𝑗 in the schedule 𝒔 is the completion
ime of the operation 𝑜 𝑗𝜇𝑗 of job 𝑗 to be processed in 𝜇𝑗 , the last machine
here job 𝑗 is processed. It is given by: 

 ̂𝑗 = ̂𝑐 𝑗𝜇𝑗 . (9)

The makespan of a schedule 𝒔 is the maximum completion time of
ll jobs: 

 ̂𝑚𝑎𝑥 = max 
𝑗∈𝐽 

𝐶 𝑗 . (10)

he makespan 𝐶 max is a regular performance measure , that is, a measure
hat is non-decreasing w.r.t. job completion times. 

.2. Fuzzy non-processing energy 

Regarding energy efficiency, we adopt an energy consumption model
rom [27] , which is an extension to the fuzzy framework of the model
nitially proposed in [9] . This model assumes that machines cannot be
urned off when idle (for example when turning on/off takes excessive
nergy or time) and that machine power levels remain constant while
rocessing a task. In consequence, the objective of reducing the total
lectricity consumption of a job shop comes down to reducing the total
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Table 1 

Parameters. 

𝑖, 𝑗 ∈ 𝐽 jobs 
𝑚 ∈𝑀 machines 
𝑀 𝑗 ⊆ 𝑀 set of machines that process job 𝑗
𝑛 𝑚 total number of jobs processed by machine 𝑚 
𝑙 ∈ {1 , 2 , 3} TFN components 
𝑠𝑢𝑐𝑐 𝑗 ( 𝑚 ) the machine that succeeds machine 𝑚 in the processing order of job 𝑗
𝑝 𝑗𝑚 processing time of job 𝑗 on machine 𝑚 (TFN) 
𝜇𝑗 the last machine that processes job 𝑗
𝑃 𝑖𝑑𝑙𝑒 𝑚 idle power level of a machine 𝑚 
𝑊 a sufficiently large number 
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on-processing energy (NPE), i.e. the energy consumed when machines
re idle (on, but not processing any job). In [27] , it was shown that the
uzzy NPE value is heavily dependent on the task processing order in
ach machine and the uncertainty present in the starting and completion
imes of every task. 

Let 𝒙 be the processing order of jobs processed on all machines, rep-
esenting a schedule 𝒔 as explained in Section 3.1 , and let us suppose
 𝑖𝑗𝑚 = 1 , that is, 𝑖 and 𝑗 are jobs consecutively processed on machine
 . The idle time between jobs 𝑖 and 𝑗 on machine 𝑚 according to 𝒙 is a

uzzy quantity 𝐼 𝑖𝑗𝑚 measuring the gap between the completion of task
 𝑖𝑚 and the start of task 𝑜 𝑗𝑚 . Considering that in a feasible schedule the
inimum possible gap has to be zero, we have that: 

 ̂𝑖𝑗𝑚 = max { ̂0 , ̂𝑠 𝑗𝑚 − ̂𝑐 𝑖𝑚 } , (11) 

nd ̂𝐼 𝑖𝑗𝑚 = (0 , 0 , 0) if 𝑥 𝑖𝑗𝑚 = 0 . Clearly, the total idle time for a machine 𝑚
s the sum of all idle times between every two consecutive jobs on that
achine and the total non-processing energy is a TFN defined as: 

PE = 

∑
𝑚 ∈𝑀 

( 

𝑃 𝑖𝑑𝑙𝑒 𝑚 

∑
𝑖,𝑗∈𝐽 

𝐼 𝑖𝑗𝑚 

) 

. (12)

nlike the makespan, the NPE (both the deterministic and fuzzy ver-
ion) is not a regular performance measure. For instance, it can increase
f we decrease the starting time of the first task in a machine while
aintaining all other tasks (hence, job completion times) unchanged. 

.3. Bi-objective fuzzy job shop problem 

In summary, we consider a bi-objective job shop scheduling problem
ith uncertain task processing times taking the form of triangular fuzzy
umbers where the objective vector for any feasible schedule 𝒔 is 

𝐶 𝑚𝑎𝑥 , ̂NPE 
)
. (13)

he problem can be denoted 𝐽 |𝑝 𝑜 |(𝐶 max , ̂NPE 
)

according to the usual|𝛽|𝛾 notation introduced in [40] . 
Notice that both objective values 𝐶 max and N̂PE belong to the set

f TFNs, for which the relation ≤ 𝐸 provides a ranking, as explained
n Section 2.3 . Thus, even if the objective space is not a subset of ℝ 

2 ,
he Pareto front (or its approximation by a solving method) can still be
isualised in ℝ 

2 by identifying each objective with its expected value. 

.4. Bi-objective mixed integer programming model 

It is possible to give a Mixed Integer Programming (MIP) model for
he fuzzy JSP with makespan and NPE minimisation based on the ≤ 𝐸 

anking for fuzzy numbers. The parameters and variables of the model
re given in Tables 1 and 2 respectively. 

The first objective function in the model ( Eq. (14) ) corresponds to
inimising the makespan and the second one, to minimising the non-
rocessing energy, where minimisation is defined according to the rank-
ng provided by ≤ 𝐸 . 

in 
𝐼 , ̂𝐶 
𝑠̂ ,𝑥 

(
𝐸 [ ̂𝐶 max ] , 𝐸 [ ̂NPE ] 

)
(14) 
4 
.t. 

𝑠 𝑙 
𝑗 𝑠𝑢𝑐𝑐 𝑗 ( 𝑚 ) 

≥ 𝑠 𝑙 𝑗𝑚 + 𝑝 𝑙 𝑗𝑚 ∀𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 , 

𝑙 ∈ {1 , 2 , 3} (15) 

 

𝑙 
max ≥ 𝑠 𝑙 𝑗𝜇𝑗 

+ 𝑝 𝑙 𝑗𝜇𝑗 
∀𝑗 ∈ 𝐽 , 𝑙 ∈ {1 , 2 , 3} (16) 

 

𝑙 
𝑗𝑚 ≥ 𝑠 𝑙 𝑖𝑚 + 𝑝 𝑙 𝑖𝑚 − 𝑊 ⋅ (1 − 𝑥 𝑖𝑗𝑚 ) ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 , 

𝑙 ∈ {1 , 2 , 3} (17) 

 

1 
𝑖𝑗𝑚 ≥ 𝑠 1 𝑗𝑚 − ( 𝑠 3 𝑖𝑚 + 𝑝 3 𝑖𝑚 ) − 𝑊 (1 − 𝑥 𝑖𝑗𝑚 ) ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (18) 

 

2 
𝑖𝑗𝑚 ≥ 𝑠 2 𝑗𝑚 − ( 𝑠 2 𝑖𝑚 + 𝑝 2 𝑖𝑚 ) − 𝑊 (1 − 𝑥 𝑖𝑗𝑚 ) ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (19) 

 

3 
𝑖𝑗𝑚 ≥ 𝑠 3 𝑗𝑚 − ( 𝑠 1 𝑖𝑚 + 𝑝 1 𝑖𝑚 ) − 𝑊 (1 − 𝑥 𝑖𝑗𝑚 ) ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (20) 

NPE 𝑙 = 

∑
𝑚 ∈𝑀 

𝑃 𝑖𝑑𝑙𝑒 𝑚 

( ∑
𝑖,𝑗∈𝐽 
𝑖 ≠𝑗 

𝐼 𝑙 𝑖𝑗𝑚 
)

𝑙 ∈ {1 , 2 , 3} (21) 

∑
𝑖,𝑗∈𝐽 
𝑖 ≠𝑗 

𝑥 𝑖𝑗𝑚 = 𝑛 𝑚 − 1 ∀𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (22) 

∑
𝑖 ∈𝐽 
𝑖 ≠𝑗 

𝑥 𝑖𝑗𝑚 ≤ 1 ∀𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (23) 

∑
𝑗∈𝐽 
𝑗≠𝑖 

𝑥 𝑖𝑗𝑚 ≤ 1 ∀𝑖 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (24) 

 𝑖𝑗𝑚 ∈ {0 , 1} ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (25) 

 ≤ 𝐼 1 𝑖 𝑗 𝑚 ≤ 𝐼 2 𝑖 𝑗 𝑚 ≤ 𝐼 3 𝑖 𝑗 𝑚 ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 (26) 

 ≤ 𝑠 1 𝑗 𝑚 ≤ 𝑠 2 𝑗 𝑚 ≤ 𝑠 3 𝑗 𝑚 ∀𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 (27) 

Constraint (15) prevents the overlapping of the execution of two con-
ecutive tasks from job 𝑗, stating that the task of job 𝑗 to be processed
n machine 𝑠𝑢𝑐 𝑐 ( 𝑚 ) cannot start until after the job’s task on machine 𝑚
s completed. Constraint (16) defines the makespan. Constraint (17) en-
ures that a machine processes only one job at a time, so job 𝑗 does
ot start being processed on machine 𝑚 before the machine has finished
rocessing job 𝑖 , its immediate predecessor on 𝑚 . Constraints ( 18–20 )
nsure that 𝐼 𝑖𝑗𝑚 takes the value of the idle time between jobs 𝑖 and 𝑗
nly if 𝑥 𝑖𝑗𝑚 is 1. Constraint (21) ensures that NPE will be the sum across
ll machines of the energy consumption of each machine while it is idle.
onstraint (22) enforces that for machine 𝑚 , there can be at most 𝑛 𝑚 − 1
recedence constraints (e.g. if 5 tasks are processed on a machine, there
an be at most 4 idle intervals, so there will be 5 × 4 = 20 binary 𝑥
ariables for that machine but only 4 of them should be 1). Constraint
23) states that for each machine 𝑚 and job 𝑗, there can be at most one
ob that comes immediately before job 𝑗 (0 if it is the first job to be
rocessed on that machine) and constraint (24) states that for each ma-
hine 𝑚 and job 𝑖 , there can be at most one job that comes immediately
fter job 𝑖 (0 if it is the last job to be processed on that machine). No-
ice that constraints (22) - (25) ensure that 𝑥 𝑖𝑗𝑚 takes value 1 if and only
f job 𝑖 immediately precedes job 𝑗 on machine 𝑚 . Finally, constraints
26) and (27) ensure that idle times and starting times are non-negative
nd proper TFNs. 
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Table 2 

Decision variables. 

𝑥 𝑖𝑗𝑚 takes value 1 if job 𝑖 immediately precedes job 𝑗 on machine 𝑚 , 0 otherwise 
𝑠̂ 𝑗𝑚 starting time of job 𝑗 on machine 𝑚 (TFN) 
𝐼 𝑖𝑗𝑚 idle time between consecutive jobs 𝑖 and 𝑗 on machine 𝑚 (TFN) 
𝐶 max makespan (TFN) 

𝑁𝑃𝐸 max non-processing energy (TFN) 

Fig. 1. Pareto front of a small instance solved by 𝜖-constraint method. 
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.5. Conflict between the objectives 

In a bi-objective optimization problem like ours, if the two objec-
ive functions are correlated, the problem is called trivial , meaning that
 single solution can simultaneously optimize both objectives [35] . In-
uitively, one might think that decreasing the makespan could help in
educing the non-processing energy consumption, so it is natural to won-
er if our problem falls into this trivial category. However, we shall see
hat this is not the case. 

First, a small instance for FJSP with 6 jobs and 6 machines from
41] is solved with the 𝜖-constraint method [42] using CPLEX. Ideal
oints ( 𝐸[ ̂𝐶 max ] 𝐼 and 𝐸[ ̂𝑁𝑃 𝐸 ] 𝐼 ) are obtained by solving a MIP with the
orresponding objective considering the constraints (15) - (27) whereas
adir points ( 𝐸[ ̂𝐶 max ] 𝑁 and 𝐸[ ̂𝑁𝑃 𝐸 ] 𝑁 ) are computed by solving the

ame MIPs with the additional constraints 𝐸[ ̂𝑁𝑃 𝐸 ] ≤ 𝐸[ ̂𝑁𝑃 𝐸 ] 𝐼 and
[ ̂𝐶 max ] ≤ 𝐸[ ̂𝐶 max ] 𝐼 , respectively. The 𝜖-constraints are introduced on
 [ ̂𝐶 max ] from 𝐸 [ ̂𝐶 max ] 𝐼 to 𝐸[ ̂𝐶 max ] 𝑁 . Since 𝐶 max is a TFN, the minimum
ossible change in its expected value is chosen as 𝜖 value, which is 0.25.
ll the resulting problems are optimally solved and the Pareto front for

he original instance is shown in Fig. 1 . From this figure, it is clear that
he two objectives are not correlated since it is not possible to decrease
ne of them without deteriorating the other one. 

It is in fact possible to have cases where the energy consumption
ncreases when the makespan is reduced. Indeed, let us consider a min-
mal working example with two machines and two jobs consisting of
wo tasks each, such that 𝑝 11 = (2 , 2 , 2) , 𝑝 12 = (10 , 12 , 14) , 𝑝 21 = (2 , 4 , 8)
nd 𝑝 22 = (1 , 2 , 3) and 𝑃 𝑖𝑑𝑙𝑒 1 = 𝑃 𝑖𝑑𝑙𝑒 2 = 1 . 

In a solution where job 1 is executed first on machine 1 and second on
achine 2, that is, 𝑥 121 = 𝑥 212 = 1 and 𝑥 211 = 𝑥 122 = 0 , the starting times

re ̂𝑠 11 = ̂0 , ̂𝑠 21 = (2 , 2 , 2) , ̂𝑠 22 = ̂0 and ̂𝑠 12 = (1 , 2 , 3) . Hence, the makespan
s 𝐶 max = (12 , 14 , 17) and machine idle times are 𝐼 121 = (0 , 0 , 1) and 𝐼 212 =
0 , 0 , 2) , so 𝑁𝑃 𝐸 = (0 , 0 , 3) . 

On the other hand, if job 1 is to be executed second on machine
 and first on machine 2, that is, 𝑥 211 = 𝑥 122 = 1 and 𝑥 121 = 𝑥 212 = 0 ,
he starting times turn out to be ̂𝑠 21 = ̂0 , ̂𝑠 11 = (2 , 4 , 8) , ̂𝑠 12 = ̂0 and ̂𝑠 22 =
10 , 12 , 14) . In this case, the makespan has reduced to 𝐶 max = (12 , 14 , 16) ,
ut now machine idle times are 𝐼 211 = (0 , 0 , 6) and 𝐼 122 = (0 , 0 , 4) , so
𝑃̂ 𝐸 increases to (0,0,10). 
To further illustrate the behaviour of the NPE under uncertainty, let

s consider a final example with two jobs consisting of one task each so
oth tasks are executed on the same machine and with task processing
imes ̂𝑝 = (2 , 2 , 2) , and ̂𝑝 = (2 , 4 , 8) . 
11 21 

5 
If job 1 is to be executed first and then job 2, that is, 𝑥 121 = 1 and
 211 = 0 , the starting and completion times for both tasks will be ̂𝑠 11 = ̂0 ,
 ̂11 = (2 , 2 , 2) , 𝑠̂ 21 = (2 , 2 , 2) and 𝑐 21 = (4 , 6 , 10) . Thus, the machine idle
ime between both tasks is 𝐼 121 = max { ̂0 , ̂𝑠 21 − ̂𝑐 11 } = max { ̂0 , (2 , 2 , 2) −
2 , 2 , 2)} = ̂0 . Hence, for this processing order, the objective function val-
es will be 𝐶 max = (4 , 6 , 10) and 𝑁𝑃 𝐸 = ̂0 . 

On the other hand, if job 2 is to be executed first, followed by job
, that is, 𝑥 211 = 1 and 𝑥 121 = 0 , the starting and completion times for
oth tasks turn out to be 𝑠̂ 21 = ̂0 , 𝑐 21 = (2 , 4 , 8) , 𝑠̂ 11 = (2 , 4 , 8) and 𝑐 11 =
4 , 6 , 10) and the machine idle time will be 𝐼 211 = max { ̂0 , ̂𝑠 11 − ̂𝑐 21 } =
ax { ̂0 , (2 , 4 , 8) − (2 , 4 , 8)} = (0 , 0 , 6) . Therefore, for this alternative pro-

essing order, the makespan value will still be 𝐶 max = (4 , 6 , 10) (the same
s with the first processing order) whereas the non-processing energy
hanges to 𝑁𝑃 𝐸 = (0 , 0 , 6 𝑃 𝑖𝑑𝑙𝑒 1 ) . 

We see here that not only is it possible for the energy to grow
hen the makespan is reduced but, also, due to the presence of un-

ertainty, the task processing order crucially influences the resulting
on-processing energy costs, even if the makespan remains unchanged.
his might contradict our intuition on the solution behaviour regard-

ng energy costs and, quite importantly, it differs from the behaviour of
on-processing energy costs in a deterministic job shop problem. 

. Multi-objective enhanced memetic algorithm 

To solve the fuzzy job shop problem described in Section 3 , we
ropose a multiobjective enhanced memetic algorithm. In its core lies
 population-based method, based on the the well-known high-level
emplate for multi-objective genetic algorithm NSGA-II [43] endowed
ith problem-specific coding, decoding and recombination operators.
ince the synergy produced in MAs by combining different population-
ased and local-search metaheuristics has proved to be very powerful
n solving scheduling problems [18,44,45] , we propose to complement
he genetic algorithm’s diversification capabilities, with three domain-
ependent, single-objective and single-solution intensification proce-
ures: a tabu search (TS) for makespan (explained in Section 4.2 ), a
euristic procedure ( HER ) to reduce NPE ( Section 4.3 ) and a linear pro-
ramming postprocess ( Section 4.4 ) also aimed at reducing NPE . We be-
ieve this to be a reasonable way of incorporating the problem-domain
nowledge given the different nature of the two objectives considered
erein. Indeed, most problem-dependent neighbourhood structures for
JSP that exhibit nice properties, such as feasibility or connectivity,
re only defined for regular performance measures, which includes the
akespan but not the NPE. Hence, instead of using a myopic neigh-

ourhood for energy (or simply not having neighbours for energy) in a
ulti-objective local search, we opt for a single-objective local search

xploring promising areas of the search space in terms of makespan fol-
owed by a heuristic refinement of the resulting schedules in terms of
PE during the evolution, followed by a final refinement also in terms
f NPE. 

The memetic algorithm starts from a randomly generated popula-
ion. Unlike in NSGA-II, selection is not performed using tournament.
nstead, a lower selective pressure is obtained by randomly pairing all
ndividuals in the population, so every one has a chance to pass its
enes onto the following generation thus contributing to promote di-
ersity and avoid premature convergence. Then, each pair is combined
sing crossover and mutation, so two offspring are obtained. During the
volutionary process, the tabu search (TS) and the heuristic procedure
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Fig. 2. Example of GOX, with the selected substring of the donor underlined 
and the corresponding deleted genes crossed out in the receiver. 
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ER are applied to improve the individuals of the population, follow-
ng a Lamarckian learning model [32] . Specifically, at each iteration,
nce an offspring population is obtained, each offspring is improved in
wo steps. First, the TS uses a neighbourhood structure specifically de-
igned to improve the makespan of each individual so changes produced
y the TS in the processing order of operations are translated back into
he individual. Second, the solution produced by the TS is subject to
 heuristic method to reduce its non-processing energy consumption.
 new population is then formed by applying non-dominated sort and
rowding distance to the union of the old population and the set of twice-
mproved offspring. An additional mechanism to preserve diversity and
void premature convergence is introduced at this step as explained in
ection 4.1 . 

The evolutionary process is left to run until the stopping criterion
s met. Instead of having a fixed number of generations, as in NSGA-II,
 more dynamic criterion is adopted, so the evolution continues until
 fixed number of consecutive iterations max MOEMA pass without im-
rovement, that is, without adding a new solution to the set of non-
ominated solutions. Once the evolution process is finished, the result-
ng non-dominated solutions are further improved to obtain optimal
on-processing energy values using an exact MIP commercial solver.
ore precisely, from each schedule we obtain a linear programming

ersion of the problem by maintaining the job processing orders estab-
ished by the schedule. The commercial solver then modifies task start-
ng times so each schedule is guaranteed to have optimal non-processing
nergy consumption without increasing the makespan. 

A pseudocode description of the resulting multiobjective enhanced
emetic algorithm, called MOEMA hereafter, can be found in
lgorithm 1 . 

lgorithm 1 Multi-Objective Enhanced Memetic Algorithm MOEMA.

equire: An FJSP instance 
nsure: A schedule 
1: 𝐵𝑒𝑠𝑡 ← ∅// set of non-dominated solutions so far

2: Generate a pool 𝑃 0 of random solutions.// initial population 

3: Evaluate each chromosome of 𝑃 0 using InsertionSGS 
4: Apply TS to each schedule and rebuild the chromosomes 
5: Apply HER to each schedule and update the vector of fitness values
6: 𝑖 ← 0 // Counter for iterations without changes 

7: while 𝑖 < max MOEMA do 

8: // Obtain offspring from current population 𝑃 𝑖 
9: Off ( 𝑃 𝑖 ) ← Apply selection and recombination to 𝑃 𝑖 

10: Evaluate Off ( 𝑃 𝑖 ) ; 
11: // Improve offspring with lamarckism 

12: Apply TS to all schedules in Off ( 𝑃 𝑖 ) and rebuild the chromosomes
13: Apply HER to all schedules in Off ( 𝑃 𝑖 ) and update fitness values 
14: // Obtain new population and update set of non-dominated solutions 

15: 𝑃 𝑖 +1 ← Apply non-dominated and crowding distance sorting to
𝑃 𝑖 ∪ Off ( 𝑃 𝑖 ) 

16: 𝐵𝑒𝑠𝑡 ← non-dominated solutions in 𝐵𝑒𝑠𝑡 ∪ 𝑃 𝑖 +1 
17: if 𝐵𝑒𝑠𝑡 remains unchanged then 

18: 𝑖 ← 𝑖 + 1 ; 
19: else 

20: 𝑖 ← 0 ; 
21: end if 

22: end while 

23: // LP post-processing of non-dominated solutions 

24: for each solution 𝒔 in 𝐵𝑒𝑠𝑡 do 

25: 𝐿𝑃 ( 𝒔 ) ← obtain linear programming model from 𝒔 

26: 𝒔 ← apply mathematical solver to 𝐿𝑃 ( 𝒔 ) 
27: end for 

28: 𝐵𝑒𝑠𝑡 ← non-dominated solutions in 𝐵𝑒𝑠𝑡 // update 𝐵𝑒𝑠𝑡 

29: return 𝐵𝑒𝑠𝑡 
6 
In the following, we describe in more detail the algorithm’s compo-
ents: the representation chosen to code chromosomes together with the
ecoding and evaluation procedure and the genetic operators; the tabu
earch, including the neighbourhood structure and the mechanisms used
n this algorithm to speed-up the search; the heuristic energy reduction
rocedure; and the solution post-processing using linear programming. 

.1. Problem-specific evolutionary operators 

The NSGA-II template needs to be furnished with problem-specific
perators, including the coding and the decoding of individuals, to-
ether with their evaluation. Here, we propose that a genotype codifies
 solution to the FJSP as a permutation with repetitions [46] . This is a
ermutation of the set of tasks, where each task 𝑜 𝑗𝑚 is represented by
ts job number 𝑗. One advantage of this coding scheme is that it refers
nly to feasible schedules and, conversely, every feasible schedule can
e thus encoded. 

For instance, in a JSP instance with 3 jobs and 3 tasks per
ob, if a schedule induces the task processing order 𝑜 11 − 𝑜 21 − 𝑜 22 −
 31 − 𝑜 32 − 𝑜 23 − 𝑜 12 − 𝑜 13 − 𝑜 33 , this can be coded as the chromosome
1 2 2 3 3 2 1 1 3) (and viceversa). 

During the evaluation phase, every chromosome is decoded by gen-
rating an associated schedule and computing the vector of fitness val-
es ( ̂𝐶 max , ̂NPE ) . A good knowledge and understanding of subspaces of
chedules and their properties is of key importance when designing de-
oding strategies. The reason is that in many cases, obtaining schedules
ertaining to a particular subspace allows to reduce the search space
ithout loosing the possibility of finding optimal solutions. Of partic-
lar interest is the subspace of active schedules [1] . These are feasible
chedules such that no task may start earlier without delaying the start-
ng time of another. It is common practice in deterministic scheduling
o restrict the search of an optimal solution to this subspace, since it is
uaranteed to contain an optimal solution for any regular performance
easure, in particular, for the makespan. This is still the case in the

uzzy job shop, where active fuzzy schedules can be obtained from a
hromosome using the algorithm ActiveSGS from [39] . This algorithm
s shown to be complete in the set of active schedules (that is, it can be
sed to generate all schedules in this category) and, therefore, it can
enerate an optimal solution. 

Regarding other genetic operators, selection is performed with ran-
om pairs. For recombination, we propose to use Generalised Order
rossover (GOX), a specialised crossover operator for the JSP coding
ased on permutations [47] together with an inversion mutation oper-
tor [48] , since they have shown good performance in multiobjective
JSP problems [49] . To generate an offspring from two parent chromo-
omes (referred to as donor and receiver respectively), GOX randomly
elects a substring from the donor choromosome. Then, all genes of that
ubstring are deleted in the receiver (taking into account the relative
osition of job numbers in the chromosome). Finally, GOX implants the
onor’s substring into the receiver at the position where the first gene
f the substring occurred before deletion in the receiver. An example of
OX for a problem of 3 jobs and 3 tasks per job can be seen in Fig. 2 .
o generate a second offspring, it suffices to swap the parents’ roles. 

Regarding the inversion mutation, two positions in the chromosome
re randomly selected and the subsequence of genes between these two
ositions are inverted. An example of this mutation can be seen in Fig. 3 .

Finally, the replacement strategy follows the NSGA-II schema with
n additional diversity preserving mechanism. Starting from a popula-
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Fig. 3. Example of inversion mutation, with the substring between the two se- 
lected positions to be inverted underlined. 
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p  
ion 𝑃 𝑖 , a pool of solutions Off ( 𝑃 𝑖 ) is built from 𝑃 𝑖 by applying selec-
ion, crossover and mutation to the chromosomes in 𝑃 𝑖 and, following
ecodification, improvement via tabu search and heuristic energy re-
uction. Then, the next generation 𝑃 𝑖 +1 is obtained from 𝑃 𝑖 ∪ Off ( 𝑃 𝑖 ) .
s a first step, individuals with identical objective function values are
ltered from 𝑃 𝑖 ∪ Off ( 𝑃 𝑖 ) to avoid repeated elements. This yields a new
et of individuals 𝑃 ′. 𝑃 𝑖 +1 is then obtained from the selection operator
ased on non-dominated sorting and crowded distance sorting: 𝑃 𝑖 +1 is
nitialised with the non-dominated solutions from 𝑃 ′; if 𝑃 𝑖 +1 is not yet
omplete, the non-dominated solutions are removed from 𝑃 ′ and the
rocess is repeated with the remaining ones until |𝑃 𝑖 +1 | ≥ |𝑃 𝑖 |, where
𝑃 | denotes the size of a population 𝑃 . If |𝑃 𝑖 +1 | exceeds |𝑃 𝑖 |, a crowding
istance criterion is applied to filter out the least diverse solutions from
he last set of solutions added to 𝑃 𝑖 +1 . 

.2. Tabu search 

Tabu search [50,51] , is an advanced local search technique that al-
ows selecting non-improving neighbours in order to escape from local
ptima. It is often used in combination with population-based meta-
euristics in what constitutes a classical memetic algorithm, so the tabu
earch provides exploitation while the other metaheuristic provides ex-
loration. 

A key component for the success of a local search is the use of
roblem-dependent neighbourhood structures. Several neighbourhoods
ave been proposed in the literature for FJSP based on reversing criti-
al arcs in a graph representation of an schedule. This representation,
nown as disjunctive graph, varies slightly depending on the variant
f the problem under consideration. Here we use the disjunctive graph
tructure and criticality concepts defined for the FJSP with makespan
inimisation in [52] . Each schedule can be represented by a solution

raph in a similar manner to deterministic schedules: each node corre-
ponds to a task and there are two additional nodes representing the
tart and the end of the project; so-called conjunctive (directed) arcs
onnect the start node with the first task of each job, each task with
ts successor in its job and the last task of each job with the end node,
hile so-called disjunctive (directed) arcs connect each task with its im-
ediate successor in the machine (according to the schedule). There is
owever a crucial difference: all arcs are weighted with the processing
ime of the task at the origin, a TFN. In consequence, the concepts of
ritical path and critical arc are significantly redefined taking into ac-
ount the particulars of TFN arithmetic. Specifically, the introduction
f uncertainty produces a considerable rise in the number of critical
rcs. Given a solution graph and the redefined concepts of criticality,
e consider a neighbourhood structure from [53] based on moves that

everse arcs at the extreme of critical blocks (that is, maximal sequences
f tasks in a critical path requiring the same machine). All neighbours
hus generated are feasible and, most importantly, solutions generated
y reversing any other arcs can never improve the expected makespan.
ig. 4 illustrates a move of this neighbourhood structure. Dashed arcs
epresent precedence between tasks in a machine while solid arcs repre-
ent precedence between tasks in a job. In bold in the original solution
before move) we see the arc between two tasks at the extreme of a
ritical block, 𝑜 𝑖𝑚 and 𝑜 𝑗𝑚 . This is reversed to form the neighbour (after
ove) and, in doing so, arcs from the predecessor in the machine of
 𝑖𝑚 (denoted 𝑃 𝑀 𝑖𝑚 ) and to the succesor in the machine of 𝑜 𝑗𝑚 (denoted
𝑀 𝑗𝑚 ) also change. On the other hand, arcs from job predecessors (de-
oted 𝑃 𝐽 ) and to job successors ( 𝑆𝐽 ) of both tasks do not change. For
urther detail the interested reader is referred to [52,53] . 
7 
The TS procedure using the above neighbourhood structure can be
een in Algorithm 2 . It incorporates two mechanisms to speed-up the

lgorithm 2 Tabu search algorithm. 

equire: A FJSP instance, a feasible initial solution 𝑠 and a maximum
number of iterations 𝑚𝑎𝑥 TS 

nsure: A schedule 
1: 𝑏𝑒𝑠𝑡 ← 𝑠 // Best solution found so far

2: 𝑇 𝐿𝑖𝑠𝑡 ← ∅ // Tabu list (initially empty) 

3: 𝑖 ← 0 // Number of iterations without improvement

4: while 𝑖 < 𝑚𝑎𝑥 TS do 

5: Compute  the neighbourhood of 𝑠 
6: Sort  in ascending order using the makespan estimate LB ( ̂𝐶 max )
7: // Find the best neighbour 𝑠 ∗ 

8: 𝐶 ∗ max ← ( 𝑊 , 𝑊 , 𝑊 ) 
9: for each 𝑠 ′ ∈  do 

10: if LB ( ̂𝐶 max ( 𝑠 ′)) < 𝐸 𝐶 ∗ max then 

11: 𝑣 ← arc reversed in 𝑠 to form 𝑠 ′

12: if 𝑣 ∉ 𝑇 𝐿𝑖𝑠𝑡 or 𝐶 max ( 𝑠 ′) < 𝐸 𝐶 max ( 𝑏𝑒𝑠𝑡 ) then 

13: if 𝐶 max ( 𝑠 ′) < 𝐸 𝐶 ∗ max then // found a better neighbour 

14: 𝐶 ∗ max ← 𝐶 max ( 𝑠 ′) 
15: 𝑠 ∗ ← 𝑠 ′

16: end if 

17: end if 

18: end if 

19: end for 

20: // Update tabu list, best solution so-far, iteration count and current

solution 

21: 𝑣 ∗ ← arc reversed in 𝑠 to form 𝑠 ∗ 

22: Update 𝑇 𝐿𝑖𝑠𝑡 with 𝑣 ∗ 

23: if 𝐶 max ( 𝑠 ∗ ) < 𝐸 𝐶 max ( 𝑏𝑒𝑠𝑡 ) then 

24: 𝑏𝑒𝑠𝑡 ← 𝑠 ∗ 

25: 𝑖 ← 0 
26: else 

27: 𝑖 ← 𝑖 + 1 
28: end if

29: 𝑠 ← 𝑠 ∗ 

30: end while 

31: return 𝑏𝑒𝑠𝑡 

valuation of the neighbours. The first one is based on computing the
uzzy makespan after a move using forward propagation in the graph
epresenting the solution (as proposed in [53] ). This avoids a full evalu-
tion, recomputing only the solutions components that were modified by
he move (as it is desirable in local search embedded in MAs [54] ). The
econd speed-up mechanism is a neighbour filtering strategy adapted
rom [55] that uses low-cost lower bound estimates of the makespan,
enoted LB ( ̂𝐶 max ) , to discard non-improving neighbours without fully
valuating them (lines 6–9 of Algorithm 2 ). This filtering reduces the
ize of the neighbourhood and thus increases the chances for improve-
ent. Filtering and constraint propagation are particularly important in

he fuzzy framework as the number of feasible neighbours of a solution
s considerably larger than in the crisp case due to the increased number
f critical arcs. The tabu list stores tabu moves. The stopping criterion is
 number 𝑚𝑎𝑥 TS of consecutive iterations without improving the current
olution. 

.3. Heuristic reduction of non-processing energy consumption 

In [27] a study is conducted to reduce idle times and the associated
PE value in a fuzzy schedule based on the concept of local right shift,
hich intuitively consists in “moving a task block to the right on the
antt chart while preserving the task sequence ”. 

Now, if we perform a local right shift of 𝑜 𝑖𝑚 , the task of job 𝑖 to be
rocessed on machine 𝑚 , we delay its starting time and, hence, its com-
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Fig. 4. Graphic representation of a move from the neigh- 
bourhood used in the TS. 
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Algorithm 3 Heuristic Energy Reduction procedure HER. 

Require: a fuzzy JSP 𝑃 , a schedule 𝒔 that codifies a chromosome 𝑧 
Ensure: a better or equal value for ̂NPE of 𝒔 

1: 𝜽 is the array of tasks codified by 𝒔 
2: while 𝜽 is not empty do 

3: remove 𝑜 the last task in 𝜽
4: if 𝑜 is the last task scheduled in a machine then 

5: 𝑠 ′3 𝑜 = 𝑠 3 𝑜 
6: 𝑠 ′2 𝑜 = 𝑠 2 𝑜 
7: 𝑠 ′1 𝑜 = min { 𝑠 ′2 𝑜 , max { 𝑐 3 

𝑃𝑀 𝑜 
, 𝑠 1 𝑜 } , 𝑙𝑠𝐽 

1 
𝑜 , 𝐶 

1 
max − 𝑝 1 𝑜 } 

8: else // not the last task in a machine 

9: if 𝑜 is the first task scheduled in a machine then 

10: 𝑠 ′3 𝑜 = min { 𝑙 𝑠𝑀 

3 
𝑜 , 𝑙 𝑠𝐽 

3 
𝑜 } 

11: else // not the first task in a machine 

12: 𝑠 ′3 𝑜 = min { max { 𝑠 3 𝑜 , 𝑠 
1 
𝑆𝑀 𝑜 

− 𝑝 3 𝑜 } , 𝑙𝑠𝐽 
3 
𝑜 } 

13: end if

14: 𝑠 ′2 𝑜 = min { 𝑠 ′3 𝑜 , 𝑙𝑠𝑀 

2 
𝑜 , 𝑙𝑠𝐽 

2 
𝑜 } 

15: 𝑠 ′1 𝑜 = min { 𝑠 ′2 𝑜 , 𝑙𝑠𝑀 

1 
𝑜 , 𝑙𝑠𝐽 

1 
𝑜 } 

16: end if 

17: end while 

18: Compute ̂NPE of 𝒔 ′; 
19: Update the vector of objective values of 𝑧 with the new ̂NPE ; 
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letion time. To preserve feasibility, we need to take into account that
he execution of 𝑜 𝑖𝑚 cannot overlap with the execution of tasks succeed-
ng 𝑜 𝑖𝑚 in its job or its machine (if they exist). Clearly, the latest possible
tarting time of 𝑜 𝑖𝑚 satisfying machine feasibility 𝑙𝑠𝑀 𝑖𝑚 is given by: 

𝑠𝑀 

𝑙 
𝑖𝑚 = 𝑠 𝑙 𝑗𝑚 − 𝑝 𝑙 𝑖𝑚 , 𝑙 = 1 , 2 , 3 (28)

f 𝑖 is not the last job to be processed on 𝑚 and 𝑗 denotes the job to
e processed on machine 𝑚 right after 𝑖 (i.e. 𝑥 𝑖𝑗𝑚 = 1 ), while 𝑙𝑠𝑀 

𝑙 
𝑖𝑚 = ∞

therwise. Analogously, the latest possible starting time of 𝑜 𝑖𝑚 satisfying
ob precedence constraints 𝑙𝑠𝐽 𝑖𝑚 is given by: 

𝑠𝐽 𝑙 𝑖𝑚 = 𝑠 𝑙 
𝑖𝑠𝑢𝑐𝑐 𝑖 ( 𝑚 ) 

− 𝑝 𝑙 𝑖𝑚 , 𝑙 = 1 , 2 , 3 (29)

f 𝑜 𝑖𝑚 is not the last task in job 𝑖 (i.e., 𝑚 is not the last machine where 𝑖
eeds to be processed), with 𝑙𝑠𝐽 𝑙 𝑖𝑚 = ∞ otherwise. 

Based on this, together with Lemmas 1 y 2 from [27] , it is immedi-
te to prove the following proposition, which establishes which is the
argest local right shift of a task that does not increase neither 𝐸[ ̂NPE ]
or 𝐸[ ̂𝐶 max ] , is not infeasible in the sense that it does not produce over-
aps with the successor in the machine or the job and such that the new
tarting time is a TFN. 

roposition 1. Let 𝑜 𝑖𝑚 be the task of job 𝑖 to be processed on machine 𝑚 .

hen, the latest possible starting time for 𝑜 𝑖𝑚 obtained with a local right-shift

f this task such that is it is feasible and it is non-increasing in 𝐸[ ̂NPE ] and

n 𝐸[ ̂𝐶 max ] is given by the following: 

• If 𝑖 is the first job to be processed on machine 𝑚 : 

𝑠 ’ 3 
im 

= min 
{ 

ls 𝑀 

3 
im 

, ls 𝐽 3 
im 

} 

𝑠 ’ 2 
im 

= min 
{ 

𝑠 ’ 3 
im 

, ls 𝑀 

2 
im 

, ls 𝐽 2 
im 

} 

𝑠 ’ 1 
im 

= min 
{ 

𝑠 ’ 2 
im 

, ls 𝑀 

1 
im 

, ls 𝐽 1 
im 

} 

(30) 

• If 𝑖 is neither the first nor the last job to be processed on machine 𝑚 and

𝑗 is the job to be processed on machine 𝑚 right after 𝑖 (i.e. 𝑥 𝑖𝑗𝑚 = 1 ): 

𝑠 ’ 3 
im 

= min 
{ 

max 
{ 

𝑠 3 
im 

, 𝑠 1 
jm 

− 𝑝 3 
im 

} 

, ls 𝐽 3 
im 

} 

𝑠 ’ 2 
im 

= min 
{ 

𝑠 ’ 3 
im 

, ls 𝑀 

2 
im 

, ls 𝐽 2 
im 

} 

𝑠 ’ 1 
im 

= min 
{ 

𝑠 ’ 2 
im 

, ls 𝑀 

1 
im 

, ls 𝐽 1 
im 

} 

(31) 

• If 𝑖 is the last job to be processed on machine 𝑚 and 𝑘 is the job to be

processed on machine 𝑚 right before 𝑖 (i.e. 𝑥 𝑘𝑖𝑚 = 1 ): 

𝑠 ’ 3 
im 

= 𝑠 3 
im 

𝑠 ’ 2 
im 

= 𝑠 2 
im 

𝑠 ’ 1 
im 

= min 
{ 

𝑠 ’ 2 
im 

, max 
{ 

𝑐 3 
km 

, 𝑠 1 
im 

} 

, ls 𝐽 1 
im 

, 𝐶 1 max − 𝑝 1 
im 

} 

(32) 

As explained above, during the evaluation phase, every chromosome
s decoded and an associated schedule is generated for which the vector
f fitness values ( ̂𝐶 max , ̂NPE ) is computed. Then, the tabu search process
ay modify the processing order of jobs on the machines and, if this
ere the case, the schedule, the vector of fitness values and the chro-
osome are updated. We propose that, at this point, local right shifts are

pplied to tasks in inverse order in which they are scheduled based on
roposition 1 , in an attempt to improve the ̂NPE value without chang-
ng 𝐶 . We shall refer to this strategy as Heuristic Energy Reduction,
max 

8 
r HER for short. The detailed procedure can be seen in Algorithm 3 ,
here 𝑃 𝑀 𝑜 and 𝑆𝑀 𝑜 denote, respectively, the predecessor and succes-

or of task 𝑜 in the machine sequence. 
Notice that the job processing orders on the different machines re-

ain unchanged in this algorithm and only some starting and comple-
ion times may change. Thus, there is not change in the chromosome
hen HER procedure is applied, it may only change the vector of fit-
ess value. 

The idea of using a heuristic method to improve the energy consump-
ion of an already built schedule is not new, as shown, for instance, in
6,21,24,28] . However, the heuristic method is highly dependent on the
roblem at hand, so different proposals are not comparable. For exam-
le, in [27] it has been shown how the heuristic procedure must be
pecifically designed from scratch when uncertainty is incorporated to
he problem, since this single change makes the already-existing pro-
osal for the deterministic counterpart of the problem [28] simply non-
pplicable. 

.4. Linear programming postprocessing 

Mathematical models are frequently used to obtain the optimal so-
ution for small-size instances in scheduling problems [23,56,57] . For
arger instances, however, MIP solvers are often unable to reach even
 feasible solution within reasonable time limits and metaheuristics are
nstead the most successful approaches. 

Trying to have the best of both worlds, in MOEMA we integrate
 MIP commercial solver that uses the set of non-dominated solutions
btained after the evolutionary process as starting points (see lines 18 to
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0 in Algorithm 1 ). Since the tabu search embedded in the evolutionary
rocess produces an intensive minimisation of the makespan objective,
e propose that the solver considers only the N̂PE value and devotes

tself to searching for more energy-efficient solutions. More precisely,
he first objective in (14) of the MIP model from Section 3.4 is removed
nd, instead, the 𝐸[ ̂𝐶 max ] value of the schedule is introduced as an upper
ound in a new constraint. 

Notice that in the MIP model from Section 3.4 there is only one set
f integer variables, namely 𝒙 = { 𝑥 𝑖𝑗𝑚 ∶ 𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀} , defining the
ob-processing order on the machines. Hence, once a job order is fixed
or every machine, as it happens on line 19 of Algorithm 1 , the model
ecomes a linear program (LP). In that case, the resulting model finds
ptimal values for the starting times, makespan and idle-times with re-
pect to 𝒙 . Let us denote them 𝑠̂ ( 𝒙 ) , 𝐶 max ( 𝒙 ) and 𝐼 ( 𝒙 ) respectively, to
ighlight the fact that they depend on the job order fixed by 𝒙 , which is
o longer a decision variable, but a parameter fixed in advance from a
chedule 𝒔 . As a result, constraint (17) becomes 

 

𝑙 
𝑗𝑚 ( 𝒙 ) ≥ 𝑠 𝑙 𝑖𝑚 ( 𝒙 ) + 𝑝 𝑙 𝑖𝑚 ∀𝑖, 𝑗 ∈ 𝐽 , ∀𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 , 𝑥 𝑖𝑗𝑚 = 1 , 𝑙 ∈ {1 , 2 , 3} (33)

imilarly, constraints (18) –(20) would now be 

 

1 
𝑖𝑗𝑚 ( 𝒙 ) ≥ 𝑠 1 𝑗𝑚 ( 𝒙 ) − ( 𝑠 3 𝑖𝑚 ( 𝒙 ) + 𝑝 3 𝑖𝑚 ) ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 , 𝑥 𝑖𝑗𝑚 = 1 (34) 

 

2 
𝑖𝑗𝑚 ( 𝒙 ) ≥ 𝑠 2 𝑗𝑚 ( 𝒙 ) − ( 𝑠 2 𝑖𝑚 ( 𝒙 ) + 𝑝 2 𝑖𝑚 ) ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 , 𝑥 𝑖𝑗𝑚 = 1 (35) 

 

3 
𝑖𝑗𝑚 ( 𝒙 ) ≥ 𝑠 3 𝑗𝑚 ( 𝒙 ) − ( 𝑠 1 𝑖𝑚 ( 𝒙 ) + 𝑝 1 𝑖𝑚 ) ∀𝑖, 𝑗 ∈ 𝐽 , 𝑚 ∈𝑀 𝑗 ∩𝑀 𝑖 , 𝑥 𝑖𝑗𝑚 = 1 (36) 

lso, constraints (22) –(25) disappear when the values of the variables 𝒙
re fixed while constraints (15), (16), (21), (26) and (27) remain essen-
ially the same other than the change in the notation of the variables.
inally, the solution 𝒔 found after the evolutionary process is set to be an
nitial starting point for this linear model that aims at minimising the
on-processing energy consumption without increasing the initial ex-
ected makespan value. This translates in the addition of the following
onstraint: 

[ ̂𝐶 max ( 𝒙 )] ≤ 𝐸[ ̂𝐶 𝑖𝑛𝑖𝑡 max ] (37)

here 𝐸[ ̂𝐶 𝑖𝑛𝑖𝑡 max ] is the expected makespan for the non-dominated solution
 . 

It could be thought that incorporating the LP solver makes the heuris-
ic component HER redundant in MOEMA . We will however show in
he experimental study that this is not the case. The heuristic procedure
s applied to every individual in the population along the evolutionary
rocess and it thus helps in obtaining solutions with reasonably good
PE values with very little computational effort. This in turn helps in
uiding the multi-objective evolution towards promising regions of the
earch space. In consequence, the non-dominated solutions fed to the
athematical solver provide a good starting point so the solver can

each in few seconds optimal energy values for the given job processing
rders. 

Alternatively, we have run some experiments where the original MIP
odel is considered and only the makespan and non-processing values

rom the non-dominated solution are taken as upper bounds. However,
n thie case the MIP solver needs an excessively large amount of time to
olve the problem. The commercial solver IBM ILOG CPLEX [34] is used
oth for preliminary empirical tests on the MIP model and for solving
he LP formulation. 

. Experimental study 

We now present an experimental study of the behaviour of the pro-
osed algorithm MOEMA . As pointed out in [32] , the success of MAs
s most likely a direct consequence of the synergy of the different search
pproaches they incorporate. To assess this synergy effect in our hybrid
lgorithm, we shall first compare different versions of the evolutionary
9 
art of MOEMA , namely, the population-based algorithm on its own
r incorporating either one of or both the TS procedure and the heuris-
ic HER . In a second stage, we will evaluate the contribution of the LP
ost-processing. 

.1. Problem instances, metrics and running conditions 

For the experimental study, we shall consider twelve FJSP instances
rom the literature [14] to which we incorporate machine idle power
onsumption values. They are fuzzy versions of 12 well-known bench-
ark problems for deterministic job shop which are considered hard to

olve: FT10 (size 10 × 10 ), FT20 ( 20 × 5 ), La21 , La24 , La25 ( 15 × 10 ), La27 ,
a29 ( 20 × 10 ), La38 , La40 ( 15 × 15 ), and ABZ7 , ABZ8 , ABZ9 ( 20 × 15 ),
here the notation 𝑛 × 𝑚 indicates that the problem instance has 𝑛 jobs
nd 𝑚 machines. Machine idle power consumption levels 𝑃 𝑖𝑑𝑙𝑒 

𝑘 
are those

roposed by [9] and used in [27] . 
Comparisons between any two multi-objective versions of the solving

ethod will be made either in terms of hypervolume ( 𝐻𝑉 ) and the
nary additive 𝜖 indicator ( 𝐼 𝜖+ ) [58] with pair-wise differences between
mpirical attainment functions (EAF) [59] using the visualisation tool
rom [60] . 

In absence of the optimal Pareto front, 𝑃 𝑂 

∗ , we approximate the ref-
rence set by the non-dominated elements in the union of all sets of so-
utions obtained across all experiments, denoted 𝑆, as proposed in [48] .
ll these reference sets, together with the detailed results obtained by

he proposed MOEMA are included as supplementary material. Also,
hen using these metrics, it is advised to normalise the values of the ob-

ective functions. If 𝑓 𝑖 ( 𝑠 ) denotes the value of the 𝑖 -th objective function
or a solution 𝒔 ∈ 𝑆, then its normalised value is given by: 

 𝑖 ( 𝒔 ) = 

𝑓 𝑖 ( 𝒔 ) − 𝑓 − 𝑖 ( 𝑆) 
𝑓 + 𝑖 ( 𝑆) − 𝑓 − 𝑖 ( 𝑆) 

, (38)

here 𝑓 − 𝑖 ( 𝑆) = min { 𝑓 𝑖 ( 𝒔 ) ∶ 𝒔 ∈ 𝑆} is a lower bound of the objective func-
ion 𝑓 𝑖 in the set 𝑆 , and 𝑓 + 𝑖 ( 𝑆 ) = 1 . 05 × max { 𝑓 𝑖 ( 𝒔 ) ∶ 𝒔 ∈ 𝑆} is an upper
ound thereof. The correction factor 1.05 helps avoiding null 𝐻𝑉 val-
es, which can be troublesome in different cases. 

All the experiments reported in this section correspond to a C++
mplementation and run on a PC with Intel Xeon Gold 6132 processor
t 2.6 Ghz and 128 Gb RAM with Linux (CentOS v6.10). 

As a result of a preliminary parametric analysis, the parameter setup
or MOEMA is the following: population size 100, GOX crossover with
robability 1.0, inversion mutation with probability 0.1, 𝑚𝑎𝑥 MOEMA =
5 consecutive iterations without improvement as stopping criterion for
he genetic algorithm and 𝑚𝑎𝑥 TS = 10 as stopping criterion for the local
earch and tabu list size equal to 8 + ( 𝑛 + 𝑚 )∕3 (which is the largest list
ize adopted in [61] ). The commercial solver runs for each instance until
t reaches the optimal value, taking less than one second per solution. 

To illustrate how the dynamic stopping criterion affects the conver-
ence of the algorithm, Fig. 5 shows for instance La27 the evolution of
he multiobjective metrics 𝐻𝑉 and 𝐼 𝜖+ for a single run of MOEMA

hen 𝑚𝑎𝑥 MOEMA is set to 25 and to 50. We can appreciate that after
he generation where the algorithm stops when 𝑚𝑎𝑥 MOEMA = 25 the im-
rovement in multiobjective metrics is marginal. Indeed, when chang-
ng from 25 to 50, 𝐻𝑉 improves less than 0.72% and 𝐼 𝜖+ improves less
han 0.83% and, regarding the objective functions, 𝐸[ ̂𝐶 max ] improves
ess than 0.5% and 𝐸[ ̂𝑁𝑃 𝐸 ] improves less than 1.2%. 

The behaviour on this particular instance is illustrative of the algo-
ithm’s behaviour on all instances. On average, going from 𝑚𝑎𝑥 MOEMA =
5 to 𝑚𝑎𝑥 MOEMA = 50 implies 57.2% more iterations with a 55% CPU
ime increase. However, the improvement in 𝐸[ ̂𝐶 max ] and 𝐸[ ̂𝑁𝑃 𝐸 ] is
elow 0.05% and 1.06% respectively, 𝐻𝑉 improves 1.2% and 𝐼 𝜖+ 5.6%.
n summary, there is a considerable increase in computational effort for
 marginal improvement in solution quality. 
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Fig. 5. Evolution of the hypervolume (solid line) and the 𝜖- 
indicator (dashed line) for instance La27 along a single run 
of MOEMA when the stopping criterion is 𝑚𝑎𝑥 MOEMA = 25 or 
𝑚𝑎𝑥 MOEMA = 50 . The 𝑦 axis corresponds to the multiobjective 
metrics value and the 𝑥 -axis, to the iterations of the algorithm. 

Fig. 6. Differences between EAF plots for instance. La27 . 
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.2. Synergy between diversification and intensification during the 

volution 

A first series of experiments is oriented to asses the contribution of
he intensification provided by TS and HER to the baseline evolutionary
lgorithm. We shall compare four versions of the solving method, de-
ending on the components it incorporates: the evolutionary algorithm
ollowed by the LP postprocessing without any intensification method
uring the evolution (referred to as EA in the following), the evolution-
ry algorithm incorporating TS and LP but not HER ( EA+TS ), the evo-
utionary algorithm incorporating HER but without TS followed by LP
 EA+ HER ) and the complete enhanced memetic algorithm MOEMA .
or the sake of fair comparisons, the stopping criterion is changed so
ll methods are left to run for the same time as it takes MOEMA to
onverge. 

Fig. 6 depicts for instance La27 pairwise comparisons for the four
lgorithms in terms of empirical attaintment functions (EAFs), plotting
he difference in EAF values between each pair of algorithm. The be-
aviour on the remaining instances is similar. In the light of the mosaic
n this figure, we can extract some conclusions regarding the different
roblem-specific components of MOEMA . 
10 
First, we can analyse the contribution of the TS component when it is
ncorporated to the plain evolutionary algorithm in order to intensify the
earch with respect to the makespan, that is, EA compared to EA+TS

cells (1,3) and (3,1) of the mosaic). According to these EAF plots, the
robability that EA dominates EA+TS is null almost everywhere ex-
ept for a very small area of the objective space (where makespan val-
es are worse), where this probability remains very low (between 0.2
nd 0.4). On the contrary, EA+TS clearly dominates EA in the region
here the makespan is better (low values on the 𝑥 -axis), with probability

lose to 1. This is an expected behaviour since TS focuses on optimising
akespan. 

Second, we can see what happens when TS is incorporated to the
volutionary component when this already includes the heuristic HER

or energy reduction, that is, compare EA+HER to MOEMA (cells (2,4)
nd (4,2) of the mosaic). Here, the effect of incorporating TS is similar
o the previous case: there is an area (corresponding to smaller non-
rocessing energy values and larger makespan ones) where there is a
ow probability that EA+HER dominates MOEMA . On the other hand,

OEMA has a high probability (close to 1 in a big area) of dominating
A+HER both at the center of the objective space and in the area with
mall makespan values. Notice as well that the upper and lower lines are
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Table 3 

Comparison, in terms of 𝐻𝑉 and the 𝐼 𝜖+ values between the enhanced 
memetic algorithm MOEMA and the same algorithm without the LP post- 
processing, EA+TS+HER . In bold, those values which are significantly bet- 
ter according to statistical tests. 

𝐻𝑉 𝐼 𝜖+ 

Inst. EA + TS+HER MOEMA EA + TS+HER MOEMA 

FT10 0.818 (0.024) 0.866 (0.027) 0.197 (0.031) 0.149 (0.033) 
FT20 0.794 (0.071) 0.849 (0.068) 0.210 (0.069) 0.159 (0.061) 
ABZ7 0.791 (0.043) 0.816 (0.045) 0.204 (0.035) 0.177 (0.036) 
ABZ8 0.790 (0.057) 0.824 (0.063) 0.172 (0.048) 0.138 (0.051) 
ABZ9 0.735 (0.071) 0.748 (0.072) 0.170 (0.048) 0.159 (0.046) 
La21 0.826 (0.052) 0.843 (0.050) 0.184 (0.045) 0.167 (0.043) 
La24 0.843 (0.045) 0.866 (0.052) 0.176 (0.047) 0.156 (0.053) 
La25 0.769 (0.042) 0.798 (0.046) 0.251 (0.049) 0.220 (0.055) 
La27 0.808 (0.056) 0.826 (0.056) 0.164 (0.053) 0.148 (0.051) 
La29 0.767 (0.071) 0.790 (0.074) 0.213 (0.069) 0.190 (0.070) 
La38 0.858 (0.055) 0.890 (0.060) 0.149 (0.036) 0.116 (0.041) 
La40 0.899 (0.057) 0.931 (0.053) 0.098 (0.045) 0.069 (0.040) 
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ocated at lower values on the 𝑦 -axis in this second case compared to the
rst one. This is a natural consequence of the fact that in this second case
oth algorithms incorporate the two energy reduction components (the
euristic HER and the LP post-processing), so all the solutions obtained
ith both algorithms have good energy values. 

From these two pair-wise comparisons we can conclude that incor-
orating TS for makespan intensification into the search process signif-
cantly contributes to the quality of the obtained set of non-dominated
olutions. 

We can also analyse the effect of the heuristic component HER in an
nalogous manner. On the one hand, there is the pair-wise comparison
etween the plain evolutionary algorithm with LP postprocessing ( EA )
nd the variant that also includes HER ( EA+HER ), that is, (cells (1,2)
nd (2,1) of the mosaic). On the other hand, we have the comparison
etween the hybrid algorithm without and with HER , that is, EA+TS

ersus MOEMA (cells (3,4) and (4,3)). The results are quite similar to
hose obtained above for TS: we can see that introducing the heuristic
ER for energy reduction during the evolution has a strong influence

n the quality of solutions at the center of the objective space and in
he area with lowest non-processing energy values (low values on the
 -axis). When HER is included in the solving method the obtained solu-
ions dominate those obtained without HER in a big area of the objective
pace, with big probability in those areas corresponding to small non-
rocessing energy values (lowest values of the 𝑦 -axis). Notice that this
s always the case even if we always apply a LP post-processing to find
ptimal energy values of the set of non-dominated solutions obtained
fter evolution. 

It is also possible to analyse what happens when we incorporate
nly the TS method or HER into the evolutionary algorithm, that is,
A+TS versus EA+HER (cells (3,2) and (2,3) in the mosaic). As ex-
ected, EA+TS dominates EA+HER in the area with low makespan
alues while EA+HER dominates EA+TS in the area with lower non-
rocessing energy cost. 

Finally, we can compare the plain evolutionary algorithm with LP
ost-processing ( EA ) to the enhanced memetic algorithm incorporating
oth intensification features into the evolution ( MOEMA ). If we look
t cells (1,4) and (4,1) in the mosaic, it is clear that EA is dominated by
OEMA in every region and never dominates it. 

.3. Contribution of LP post-processing 

We analyse the synergy effect between the evolutionary part of
OEMA (that is, the multiobjective evolutionary algorithm incorpo-

ating TS and HER , denoted EA+TS+HER hereafter) and the exact LP
ethod used as post-process in two different ways. First, we compare
A+TS+HER with MOEMA in terms of hypervolume and 𝜖-indicator

o assess the contribution of this post-process. Then, we analyse if the LP
ethod benefits from using the evolved set of non-dominated solutions

s starting points. To this end, we run the commercial solver for the LP
ormulation starting from a set of non-dominated solutions obtained by
uilding schedules with the ActiveSGS procedure. 

Table 3 summarises the results obtained after 30 runs of
A+TS+HER (the memetic algorithm without LP post-process) and
OEMA (the memetic algorithm enhanced with the LP post-process).

or each instance, it shows the average hypervolume ( 𝐻𝑉 ) and 𝜖-
ndicator ( 𝐼 𝜖+ ) values across the 30 sets of non-dominated solutions
btained by each algorithm, with standard deviation values between
rackets. Additionally, a statistical test is run for each instance to as-
ess whether differences between both methods are significant. Since
he output of the LP optimisation is dependent on the output of
A+TS+HER , these are paired samples. However, they do not pass a
hapiro-Wilk normality test, so Wilcoxon Signed-Ranks tests are used to
ompare both methods across all instances. As a result, for each instance
nd metric we highlight in bold those values that are significantly better
han their counterparts according to these tests. 
11 
We can see that incorporating the LP post-process clearly improves
he performance of the algorithm both in terms of 𝐻𝑉 (3.6%) and 𝐼 𝜖+ 
16.0%) on average. In fact, MOEMA outperforms EA+TS+HER on
very instance, with statistically significant differences in all cases for
oth metrics. With respect to CPU times, they depend strongly on the
nstance size but also on the ratio between number of jobs and number
f machines (there is a high correlation between the CPU times and
he value of the equation ( |𝐽 |∕ |𝑀|) + |𝑂| where 𝑂 denotes the set of all
perations). Additionally, the runtime increases only 2.8% on average
hen the LP post-process is incorporated. 

Regarding the solutions obtained with the commercial solver for the
P formulation starting from a set of non-dominated random feasible so-
utions, in 10 runs the solver reaches the optimal solution with respect
o non-processing energy maintaining the job-processing order on every
achine in less than 1.5 seconds per solution. However, the obtained

esults are not competitive with those of MOEMA . Even if the energy
eduction obtained by the LP solver is very significant (25% on aver-
ge), the obtained solutions are dominated by all solutions of all fronts
btained in all runs of MOEMA . In fact, almost any solution given by
OEMA dominates all the solutions obtained by the LP solver). The

ifference in favour of MOEMA is so blatant that it renders a table of
etailed values for different metrics useless. 

.4. Comparison with other solving methods 

To our knowledge, this is the first time the biobjective FJSP with
akespan and non-processing energy minimisation has been consid-

red. Hence, there is no state-of-the-art solving method from the lit-
rature to compare MOEMA with. When this is the case, some authors
etort to comparing their solving method with a commercial solver (see
or instance [5] ). Alternatively, the results of a multiobjective method
an be evaluated taking as reference the state-of-the-art mono-objective
ethods for each of the objective functions, as done for instance in [49] .
herefore, faced with the impossibility of straightforward comparisons
ith other methods, we adopt here these two approaches to further as-

ess the performance of MOEMA . 
First, an experiment has been conducted in order to compare our

roposal with the commercial solver CPLEX applied to the original mul-
iobjective MIP formulation provided in Section 3 . We have used the
-constraint method as explained in Section 3.5 , finding the Ideal and
adir points first and then applying the solver to find the Pareto front.
owever, when attempting to find the Ideal and Nadir points, the solver

s not able to reach a feasible solution in 24 hours, except for the two
mallest instances, FT10 and FT20 . Even for these two instances, the
uality of the obtained feasible solutions is very low regarding both
bjectives, so far that the point obtained in this time limit as “ideal ”
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Fig. 7. Detailed performance of MOEMA and comparison with single-objective HTS from [15] for instances FT10, FT20, La21, 24, 25 and 27. 
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Table 4 

Average 𝐸[ ̂𝐶 max ] of solutions from HTS and MOEMA , with the best 
value in bold.. 

Inst. Avg. 𝐸[ ̂𝐶 max ] Inst. Avg. 𝐸[ ̂𝐶 max ] 

HTS MOEMA HTS MOEMA 

FT10 935.2 934.8 La29 1181.2 1183.5 
FT20 1166.8 1167.4 La38 1213.6 1206.2 

La21 1054.5 1056.5 La40 1233.7 1233.0 

La24 944.6 942.3 ABZ7 676.1 673.6 

La25 982.0 985.4 ABZ8 687.1 681.3 

La27 1252.6 1254.4 ABZ9 700.4 701.1 
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s dominated by the solutions found by MOEMA . This illustrates the
ifficulty of the selected instances and the need to tackle them using
owerful metaheuristic search methods. 

A second indirect comparison is with the state-of-the-art for
JSP with makespan minimisation. For the arithmetic introduced in
ection 2.3 (in particular, for the approximated maximum and the rank-
ng based on expected values), the best makespan results are obtained
y a hybrid tabu search ( HTS ) method from [15] . 

Figures 7 and 8 show for each instance the solutions obtained by
OEMA and HTS in the objective space, where the 𝑥 -axis corresponds

o 𝐸[ ̂𝐶 max ] while the 𝑦 -axis corresponds to 𝐸[ ̂NPE ] . The 30 runs of
OEMA produce 30 sets of non-dominated solutions, represented as

rey circles joined by dotted lines; a black bold line connects the approx-
mation of the Pareto front that results from taking the non-dominated
lements in the union of all sets of solutions obtained along the experi-
ental study. Additionally, we can see the best and average 𝐸[ ̂𝐶 max ] (a

ross and a vertical dotted line) obtained by HTS (the 𝐸[ ̂NPE ] value of
he best solution from HTS has been calculated from the task ordering
nduced by the solution). 

As could be expected, the solutions obtained by the single-objective
ethod HTS are very good in terms of 𝐸[ ̂𝐶 max ] but they are pretty bad

n terms of 𝐸[ ̂NPE ] . Perhaps more surprisingly, the approximation of
he Pareto front by MOEMA contains a solution with equal or better
[ ̂𝐶 max ] value than the solution from HTS in 9 out of the 12 instances,

o there is always a solution from MOEMA that either dominates or is
qual to the best solution found by HTS . Furthermore, in the remaining
 instances, the 𝐸[ ̂NPE ] values of the best solutions produced by HTS

re so poor that these solutions never dominate any of the solutions
roduced by MOEMA . 

For every instance, Table 4 contains the average 𝐸[ ̂𝐶 max ] in the so-
utions obtained by HTS across all runs and the corresponding average
alue of the MOEMA solutions located at the extreme of the approxi-
ation of the Pareto front corresponding to this objective. In 6 of the 12

nstances, MOEMA obtains a slightly better average 𝐸[ ̂𝐶 max ] while in
he other 6 instances differences are below 0.4%. Furthermore a paired
 -test indicates that there are not significant differences between both
12 
ethods as far as 𝐸[ ̂𝐶 max ] is concerned. However, as it is clearly seen in
he figures, no such similarity between solutions from both methods ex-
sts when considering the energy objective. This is not surprising, since

OEMA is a multiobjective algorithm considering 𝐸[ ̂NPE ] while HTS

nly optimises 𝐸[ ̂𝐶 max ] . What is perhaps less expected is that the multi-
bjective MOEMA is also competitive with HTS in terms of its single
bjective 𝐸[ ̂𝐶 max ] . 

. Conclusions 

In this paper we have addressed the job shop scheduling problem
nder uncertainty in task processing times with two conflicting objec-
ives: reducing the energy consumption, measured as the fuzzy total non-
rocessing energy ̂NPE , and simultaneously reducing production times,
easured as the fuzzy makespan 𝐶 max . Being the first time this variant of

he job shop problem is tackled in the literature, we have rigorously de-
ned the problem, including a MIP model thereof. As solving method we
ave proposed a multiobjective enhanced memetic algorithm MOEMA

oncerned with exploiting all available knowledge about the problem.
he basis of this memetic algorithm is the well-known NSGA-II tem-
late for a dominance-based genetic algorithm, endowed with problem-
pecific coding, decoding and recombination operators. Taking into ac-
ount the different nature of the objective functions, the genetic algo-
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Fig. 8. Detailed performance of MOEMA and comparison with single-objective HTS from [15] for instances La29, 38, 40, ABZ7, 8 and 9. 
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ithm incorporates two single-objective intensification procedures dur-
ng the evolution. First, a tabu search method for makespan minimi-
ation using a neighbourhood structure and speed-up procedures from
he literature. Second, a heuristic for energy reduction, HER , first pro-
osed in this paper, based on previous theoretical results regarding the
uzzy total non-processing energy. Both the TS and HER are applied to
very individual in the population and a Lamarckian learning model is
sed to improve the quality of the successive generations of the mul-
iobjective genetic algorithm. Finally, the resulting memetic algorithm
s enhanced with a post-process of the resulting set of non-dominated
olutions, where a commercial solver is applied to an LP formulation of
very solution to obtain optimal non-processing energy values for the
iven job orders. We have presented a suite of experimental results that
vail our proposal, showing a clear synergy effect among the different
omponents of the memetic algorithm and the potential of the multi-
bjective method, by indirect comparisons with a commercial solver
nd the state-of-the-art in single-objective makespan optimisation. The
roblem instances as well as the approximations to the Pareto Front
nd detailed results have been made available, as a reference for future
esearch, as electronic supplementary material to this work. 
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