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Abstract

We present an implementation of the interacting quantum atoms energy decompo-

sition scheme (IQA) with the complete active space second-order perturbation theory

(CASPT2). This combination yields a real-space interpretation tool with the proper ac-

count of static and dynamic correlation that is particularly relevant for the description

of processes in electronic excited states. The IQA/CASPT2 approach allows to deter-

mine the energy redistribution that takes place along a photophysical/photochemical

deactivation path in terms of self- and interatomic contributions. The applicability of

the method is illustrated by the description of representative processes spanning differ-

ent bonding regimes: noble gas excimer and exciplex formation, the reaction of ozone

with a chlorine atom, and the photodissociations of formaldehyde and cyclobutane.

These examples show the versatility of using CASPT2 with the significant information

provided by the IQA partition to describe chemical processes with large multiconfigu-

rational character.

Introduction

The enormous power of modern computational chemistry should, by no means, obscure the

fact that most advances in Chemistry rely on the manipulation of a set of core chemical

bonding concepts so deeply rooted in the chemist’s mind that they pass normally unnoticed.

Most of these concepts were organized around the vast experience accumulated over the years

in ground states, and cannot be easily generalized, or simply do not work at all when we leave

this realm. Building chemical intuition in excited states requires methods to analyze, with a

chemical eye, the results of high-level calculations, since low quality methodologies normally

do not provide sufficient accuracy. When one leaves the single-determinant ansatz this is

not an easy enterprise. In this sense, chemically insightful energy decomposition schemes

play an important role, because they can be used directly to explain the observed changes

in the potential energy surfaces (PES) of reaction processes.1 Among the most important
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schemes currently in use, the interacting quantum atoms method (IQA)2 provides a detailed

description about the interactions among the atoms in a molecule and has been used to

study of a diversity of chemical processes in ground state.3–6

On top of a proper PES information obtained from an electronic structure method,

the IQA approach provides a theoretical framework for the study of systems in excited

electronic states, which can be useful for the mechanistic rationalization of photochemical

or photophysical processes. To mention a few instances, it allows to analyze how the energy

is redistributed locally after an electronic transition, as well as to describe which are the

energetic contributions that drive the relaxation of an excited molecule.7 It also allows to

characterize the nature of interactions in the formation of excimers and exciplexes. Moreover,

it allows to identify which are the contributions of the atomic and interaction terms to

the energy barriers along a minimum energy path, for example when accessing from an

equilibrium geometry to a minimum energy conical intersection.

One of the main advantages of IQA, in contrast to the virial based atomic energies, is

that the partition can be carried out at any point on the potential energy surface, involving

structures other than equilibrium geometries. Additionally, the analysis is applicable to

intra- and intermolecular cases, so can be performed hierarchically from atoms, molecules

or aggregates. In addition, it does not require the introduction of arbitrary reference states

to perform the analysis. In contrast to other energy partitioning schemes such as SAPT

or EDA,8,9 these features make the use of IQA appealing for the study of excited state

processes. For example, there is no currently a computational SAPT implementation to deal

with excited states, and there are problems in defining fragments and reference states within

EDA to calculate excited states of systems other than intermolecular complexes.

Despite the above, the number of studies reporting the use of the IQA partition in the

excited state is scarce. Among them, Fernandez-Alarcón et al. performed the analysis of

the vertical transition energies of a group of small molecules, thus making it possible to

dissect the excitation energies and quantify the contribution of each atom and functional
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group to the observed value.7 As another example, IQA has been used to rationalize how

the hydrogen bonding in (H2O)2 gives rise to the hypso- and bathochromic shifts with respect

to the excitation energy of the isolated monomers.10 Moreover, Jara-Cortés et al. performed

a study for some representative excited systems, to describe the bond breaking, excimers,

charge transfer complexes, as well as the energetic redistribution in the neighbourhood of a

conical intersection in a perspective centered on the charge density.11 In general, it has been

shown how these techniques allow to complement with quantitative data the information

provided by the analysis of molecular orbitals.12

Although the IQA machinery is conceptually simple, in order to carry out the energetic

decomposition with a particular electronic structure method it is necessary to obtain the first

and second order density matrices, properties that are only well defined for configuration

interaction approaches. In the case of Coupled Cluster and Moller-Plesset methods (CCSD

and MP2), the density matrices can be evaluated from the Lagrangian formalism or be

defined in an effective way to fully recover the electronic energy.13–16 Moreover, two IQA

partitions consistent with density functional theory that involve the explicit integration of the

exchange-correlation kernel over the atomic regions have been proposed.17,18 Additionally,

the formalism to perform the partition in excited states with the EOM-CCSD method has

been recently introduced.7 Nevertheless, of these electronic structure methods in which the

IQA decomposition has been implemented, none is flexible enough or provides sufficient

accuracy to tackle processes that needs a multi-configurational description; for example,

bond breaking or the crossing of electronic states of the same spin multiplicity.

There are applications of the IQA partition with the CASSCF and the MRCI-SD meth-

ods,11,12 although the lack of dynamic correlation in the former and the high computational

scalability cost of the latter limit the range of systems that can be studied. For example,

for most of organic molecules with medium size choices of active spaces CASSCF leads to

considerable errors in the calculation of the vertical transition energies,19 and in addition, it

may predict an incorrect ordering of the nature of the electronic states, which may ultimately
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result in providing an incorrect picture of the photochemical mechanism.

In the present work we show how to perform the IQA partition consistent with second

order perturbation theory with a complete active space self-consistent field reference function

(CASPT2).20 The CASPT2 method presents a good balance between cost-effective and ac-

curate determination of approximate solutions to an electronic structure problem regardless

the molecule or process under study. Despite not being a black box, its versatility has led

it to be one of the most popular multiconfigurational methods used for the study of pro-

cesses of photochemical relevance, for example, the sub-picosecond ultra-rapid decay of DNA

bases.21,22 Also, efficient CASPT2 implementations have greatly extended the applicability

to molecules with more than 100 atoms, as well as the use of active spaces above (20e,20o)

in the present days.23–25 Given the flexibility of CASPT2 for the accurate description of the

electronic structure of molecules, the IQA/CASPT2 decomposition is particularly relevant as

a model for rationalizing the energy changes involved in processes that take place in excited

states.

The structure of the article is as follows. First, a brief description of the IQA energy

partition is given. Later, the CASPT2 effective density matrices necessary to carry out the

energy decomposition are presented. Subsequently, the application of the CASPT2 based

IQA approach for representative processes that span different bonding regimes are provided:

the formation of noble gas excimers and exciplexes, the reaction between Cl and O3 and the

photodissociation of formaldehyde and cyclobutane. The purpose of using CASPT2 with

these systems is to perform a quantitative description as well as to analyze representative

excited state processes. For selected cases, it is also analyzed how the trends in the energetic

analysis change with the inclusion of the dynamic correlation, when going from the CASSCF

description to CASPT2. Finally, the main conclusions are presented.
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Methods

IQA energy decomposition

The IQA approach performs an exact decomposition of the molecular electronic energy based

only on physical, well-defined contributions which have an immediate chemical reading. Its

only tenet is the identification of regions of space with atoms, typically through the Quantum

Theory of Atoms in Molecules.26 Since the spatial partition is exhaustive, e.g. the union of

all the atomic regions or basins fills the space, once these regions are defined the expectation

values of one- and two-electron operators become the sum of one- and two-center, intra- and

interatomic components, respectively. In keeping with the tradition in atomistic simulations,

all the intra-atomic terms related to an atom A are gathered to build the so-called atomic

self-energy, while all the interatomic ones pertaining to a given atomic pair A, B are identified

with their mutual interaction energy:

E =
∑
A
EA
self + 1

2
∑
A

∑
B6=A

EA,B
int (1)

Detailed expressions of how to carry out this procedure have been presented elsewhere.2,27

The self-energy of atom A, EA
self involves the sum of the kinetic energy of all electrons residing

in A, TA, their electrostatic attraction to nucleus A, V A,A
en , and their mutual electron-electron

repulsion, V A,A
ee . The latter can be partitioned into a Coulomb repulsion term, which is

profitably added to V A,A
en to form the total intra-atomic electrostatic energy, V A

ele, and the

quantum-mechanical correction to it, the intra-atomic exchange-correlation energy, V A
xc :

EA
self = TA + V A

ele + V A
xc (2)

Similarly, the interaction energy between atoms A and B is made up of electrons of A with

nucleus of B and nucleus of A with electrons of B attractions, V A,B
en and V A,B

ne , intercenter

electron repulsion, V A,B
ee , and nucleus-nucleus repulsions, V A,B

nn . If we now decompose V A,B
ee
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into a Coulomb contribution and an exchange-correlation one, and gather all the terms but

V A,B
xc into an electrostatic interaction, V A

ele,

EA,B
int = V A,B

ele + V A,B
xc (3)

Several reasons explain the success of the IQA decomposition. First, its asymptotic proper-

ties are physically sound, for at large interatomic separations, EA
self tends to the free atomic

energy, and EA,B
int to the standard perturbation theory interatomic energy. Second, it can be

applied for a wide range of theoretical levels, at any molecular geometry, be it a stationary

one or not, and equally for ground and excited states. Third, the union of several atoms

to form interacting fragments or molecules is straightforward, so self-energies as well as in-

teraction energies are available at any level of coarse-graining, from the atom up to the full

system. Moreover, The lion’s part of the total molecular energy is isolated in the self-energy

terms. This means that, for chemical purposes, where only energy changes are truly rele-

vant, large quasi-constant terms can be safely ignored. It is then convenient to introduce an

atomic (or fragment) deformation energy, EA
def defined as the difference between EA

self and a

reference energy value for the reference, for instance the same self-energy at a well-defined

dissociation limit. For example, for a diatomic molecule A-B the deformation energy of atom

A can be defined as

EA
def (R) = EA

self (R)− EA
self (R =∞) (4)

EA
def and EB

def account for the intra-atomic redistributions that take place upon bond for-

mation, vanishing when no fragment interacts with any other. This implies that all EA
def ,

EB
def and EA,B

int have usually the same order of magnitude as the binding energy (Ebind =

EA
def +EB

def +EA,B
int ), thus facilitating the interpretation of a process. Similarly, in the study

of an intrinsic reaction coordinate it is possible to refer the EA
self and EA,B

int values to a par-

ticular geometry (e.g. the reactants at infinite separation). The change of energy along the
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process, ∆E, is then

∆E =
∑
A

EA
def + 1

2
∑
A

∑
B 6=A

∆EA,B
int (5)

making it possible to analyze the atomic and pairwise contributions to the total energy

changes for a given process. Finally, it is particularly satisfying that all the energy contri-

butions in IQA bear a clear chemical counterpart. Deformation energies measure promotion

from the chemically relevant reference, and thus quantify steric hindrance.28 The interatomic

electrostatic energy and its exchange-correlation counterparts are direct measures of the ionic

and covalent components of a given interaction, respectively. Interestingly, they admit Tay-

lor expansions with leading terms inversely proportional to the interatomic distance, that

scale with the product of the atomic charges in the case of V A,B
ele (Coulomb’s law for ionic

behavior) and with the bond order when V A,B
xc is considered.29

CASPT2 effective density matrices

For a variational method, the electronic energy of a molecular system described by a nor-

malized wavefunction |Ψ〉 is given by30

E = 〈Ψ|Ĥ|Ψ〉 =
∑
pq

Dpqhpq + 1
2

∑
pqrs

dpqrsgpqrs (6)

where hpq and gpqrs are the mono and bielectronic integrals in the molecular orbital basis

and Dpq and dpqrs are elements of the first and second order density matrices. The latter

can be obtained from the expectation value of the one and two particle excitation operators

over |Ψ〉 expressed as linear combinations of determinants (|ψi〉)

Dpq = 〈Ψ|Êpq|Ψ〉 =
∑

σ={α,β}

∑
i,j

cicj 〈ψj|a†pσaqσ|ψi〉 (7)

dpqrs = 〈Ψ|êpqrs|Ψ〉 =
∑
i,j

cicj 〈ψj|ÊpqÊrs − δqrÊps|ψi〉 (8)
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which involve the product of the CI vector with the one γjipq = ∑
σ={α,β} 〈ψj|a†pσaqσ|ψi〉 and

two-electron Γjipqrs = 〈ψj|ÊpqÊrs − δqrÊps|ψi〉 coupling coefficients. The starting point of the

IQA method corresponds to the right-hand side of (6), which makes the need to obtain

the density matrices evident. For the CCSD and MP2 methods, it is possible to rewrite

the respective energetic expressions in the same form as in (6).13–16 However, in these cases

Dpq and dpqrs are not obtained as in (7) or (8) and therefore are termed “effective density

matrices”.

The former approach can be extended to CASPT2, a method that uses second order

Rayleigh-Schrödinger perturbation theory, on top of a CASSCF wavefunction, in order to

recover a major part of the correlation energy.20 The flexibility of including a multiconfigura-

tional reference function allows to describe situations such as bond breaking, excited states,

spin coupling processes, and in some cases, avoided crossings and conical intersections.31

Briefly, the CASPT2 energy for a specific electronic state of an atomic or molecular system

is given by32

E = 〈Ψ0|Ĥ|Ψ0〉+ 〈Ψ0|Ĥ|Ψ1〉+ 〈Ψ1|Ĥ|Ψ0〉+ 〈Ψ1|Ĥ0 − E0|Ψ1〉 (9)

where |Ψ0〉 and |Ψ1〉 respectively are the CASSCF reference and the first order perturbative

correction to the wavefunction. In addition, En
0 = 〈Ψ0|Ĥ0|Ψ0〉, Ĥ0 being an effective one

electron operator

Ĥ0 = P̂ f̂ P̂ + Q̂f̂ Q̂

f̂ =
∑
pq

fpqÊpq

fpq = hpq +
∑
rs

D0,0
pq (gpqrs −

1
2gprqs) (10)

whereas P̂ = |0〉 〈0| and Q̂ = 1−P̂ are projectors onto the CASSCF wave function and its or-

thogonal complement. Note that the CASSCF one electron density matrix (D0,0
pq ) is involved
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in fpq. Introducing the explicit definitions of Ĥ0 and Ĥ, taking into account the permuta-

tional symmetry of gpqrs and grouping the result in mono and bielectronic contributions, it

is possible to rewrite (9) as

E =
∑
pq

D′pqhpq + 1
2

∑
pqrs

d′pqrsgpqrs (11)

Let M and N be 0 or 1 so that |ΨM〉 or |ΨN〉 correspond to the reference function or to the

first-order correction. Using the notation

DM,N
pq = 〈ΨM |Êpq|ΨN〉

dM,N
pqrs = 〈ΨM |êpqrs|ΨN〉

D′pq and d′pqrs are obtained as

D′pq = (1− 〈Ψ1|Ψ1〉)D0,0
pq +D1,1

pq +D1,0
pq +D0,1

pq (12)

d′pqrs = d0,0
pqrs + d0,1

pqrs + d1,0
pqrs + 2D0,0

rs D
1,1
pq

−D0,0
qs D

1,1
pr − 2 〈Ψ1|Ψ1〉D0,0

rs D
0,0
pq + 〈Ψ1|Ψ1〉D0,0

qs D
0,0
pr (13)

Similar expressions to (12) and (13) have been defined in the context of analytical gradient

theory for CASPT2.32 It should be stressed that (11) has the same functional form as (6),

where D′pq and d′pqrs play the role of effective one- and two-electron density matrices. As

long as D′pq and d′pqrs are used together with the molecular orbital information in which they

are expressed, the IQA implementation here proposed fully recovers the electronic energy;

notwithstanding, these matrices are not suitable for the evaluation of other properties. In

contrast to the MP2 method,16 CASPT2 induces changes on the CASSCF first-order density;

it affects all the contributions to Eself and Eint, not only the Vxc term.

The inclusion of a level shift is often resorted to in order to achieve convergence of the

CASPT2 procedure or to avoid the presence of intruder states;33,34 however, the level-shift
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corrected energy is equivalent to evaluating the final Hylleraas functional (eq. 9) without

the shift. Also, for some excited state calculations convergence problems in the perturbative

expansion arise that are removed when replacing D0,0
pq in (10) with the CASSCF state-

averaged density matrix.

The above definitions for D′pq and d′pqrs are the starting points to apply the IQA partition-

ing to the multistate variants of CASPT2. Single state CASPT2 (used in the present work)

employs a generalized Fock operator that is not diagonal on the |Ψ0〉 basis and depends

on the density matrix of only one of the CASSCF roots. On the other hand, for the MS-

CASPT235 or XMS-CASPT236 variants, the operator f̂ depends on more than one reference

state. Moreover, for the latter the electronic energies are obtained from the diagonalization

of an effective Hamiltonian Heff , whose diagonal elements correspond to equation (9), and

the non-diagonal parts involve the coupling of the perturbative corrections and CASSCF

wavefunctions of different states. Once Heff is diagonalized, the effective perturbative cor-

rection in MS-CASPT2 and XMS-CASPT2 would correspond to a linear combination of the

SS-CASPT2, and therefore, the respective multistate density matrices would be obtained

from a linear combination of D′pq, d′pqrs and transition density matrices. Since the above pro-

cess is elaborate and computationally involved, it deserves further exploration in a separate

study.

Computational details

The electronic structure calculations were carried out without symmetry restrictions at the

CASPT2 level and using a level shift of 0.3 a.u. with the Molpro and Bagel programs.37–39

In all the cases, the orbitals of the CASSCF reference wave functions were optimized using

equal weights in the state average process. The aug-cc-pVDZ basis set was employed for the

noble gases calculations, adzp was used for Xe2 and def2-sv(p) for the rest of systems.40–42

The active spaces comprise the following (number of electrons, number of orbitals) pairs: He2
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(2e,5o), HeNe (4e,10o), noble gases excimers (4e,5o), noble gases exciplexes (7e,4o), H2CO

(12e,10o), O3 + Cl (9e,7o) and C4H8 (4e,5o). For the noble gases excimers, a molecular

orbital with almost zero occupation for all internuclear distances was included in the active

space. This has minor consequences on the potential energy curves, but induces a symmetry

breaking that allows to distinguish between ground or excited atoms at the dissociation limit.

Notice then, that the presentation here differs from the symmetry preserving one discussed

in a previous reference.11 For the cyclobutane, two σ, two σ? and one Rydberg orbitals were

included in the active space for the proper description of the S1 state.43

For the evaluation of (12) and (13), the first order perturbative correction to the wave-

function was first expressed as a linear combination of determinants. Detailed information

about this procedure can be found in a previous work for the use MRCI-SD wave functions

with the IQA method,11 which uses the same contraction scheme as CASPT2 (as imple-

mented in Molpro) for single and double excitations. This step was performed in order to

facilitate the evaluation of the coupling coefficients;44 for example, γjipq only depends on the

occupation pattern of the determinants and has integers values, whereas if contracted bielec-

tronic or configuration state functions are used its evaluation becomes more complicated. To

obtain the CASPT2 effective density matrices, a fortran program that processes the wave

function information provided by Molpro was implemented. It computes the coupling coeffi-

cients and the involved operations. The partitioning of the total energy by the IQA method

was carried out with the Promolden program.45

Results and discussion

Excimer and exciplex formation

The formation of excimers and exciplexes play a central role in many photochemical pro-

cesses, ranging from DNA damage to light harvesting.46 Rare gas (Rg) complexes are used

as laser active media in the UV region, which have diverse applications in lithography, food
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Figure 1: (a) Potential energy curves for the electronic 11Σ+
g (yellow) and 11Σ+

u (blue) states
of Ne2. (b) Atomic charges and (c) IQA energetic components as a function of the inter-
nuclear distance. Ne? denotes the excited atom at the dissociation limit.
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Figure 2: (a) Potential energy curves for the electronic 12Σ+ (yellow) and 22Σ+ (blue)
states of KrF. (b) Atomic charges and (c) IQA energetic components as a function of the
internuclear distance.

processing and medicine.47–49 Despite its apparent structural simplicity, the time resolved

experimental characterization of Rg2 excited complexes requires elaborate arrangements,

particularly because of the short wavelengths involved.50,51 From the theoretical point of

view, several chemical bonding models have been used for their description. For example,

Birks and others proposed that bonding in excimers arises from a configurational mixing

between excited and charge transfer states.52,53 However, these ideas are rooted on long-

range excitonic models (e.g., Frenkel-Davydov), which do not apply to the short internuclear

distances observed at the equilibrium geometry. In this regard, the use of the IQA decompo-

sition scheme can be useful to rationalize the nature of the interactions on these complexes

over the entire range of distances; importantly, without introducing additional approxima-

tions to those already implicit in the evaluation of electronic energies. In brief, the IQA
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decomposition is able to explain what are the energetic contributions that give rise to the

formation of the Rg2 and RgF intermolecular complexes in the excited state. The use of

CASPT2 is not obligatory for a qualitative description of these systems, but it is useful

to obtain a quantitative energetic agreement, comparable with experimental results. This

methodology has been previously applied to the case of He2 in the singlet and triplet ground

and lowest excited states using MRCI-SD wavefunctions.11

The first step involved in the excimer formation process is an excitation of the Rg atom

to the first excited singlet state. The vertical absorption energies range from 21.45 eV for

He to 9.59 eV for Xe at the present level of calculation. For He, the transition is prohibited

by the Laporte rule (zero oscillator strength), whereas in the other atoms the intensity

increases throughout the series. Once the noble gas is at the 11P1 (or 21S0 for He2) state its

interaction with a second Rg atom in the ground state leads to the formation of two possible

singlet states associated with the even (21Σ+
g ) and odd (11Σ+

u ) combinations of the atomic

wavefunctions. Table S1 presents a summary of the energetic and structural parameters

of all the studied complexes, as well as their comparison with experimental data and from

other theoretical studies; overall, a good agreement is observed, except for specific data.

In some circumstances, the origin of these discrepancies can be explained. For example,

the experimental assignment for the 11Σ+
u → 11Σ+

g transition of He2 is not entirely clear,

due to the appearance of a continuum. Also, for the systems containing Xe, the inclusion

of relativistic effects and extended basis sets are required for the proper description of the

PES.54,55 An increase of the base size also improves the description of the parameters of

table S1, but in general, the evolution of the IQA components as well as the underlying

interpretation remain the same (fig. S1).

Figure 1(a) presents the potential energy curves for the two lowest singlet electronic states

of Ne2. The binding energy (Ebind) of 11Σ+
g is of 0.007 eV, which reflects the near-zero inter-

action between two Ne(11S0) atoms, in agreement with the chemical intuition. The almost

zero deformation energies over all the range of internuclear distances (R) are consistent with
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the small Ebind value, i.e., show that the electronic distribution of the Ne atoms remains

practically unchanged. Only the slight decrease of ENe,Ne?

int near 2.97 Å accounts for the for-

mation of this weak intermolecular complex. The behavior of 11Σ+
u contrasts significantly to

the ground state. For example, at the initial stage of excimer formation (from 5 to 3 Å) there

is a charge transfer of up to 0.06 e from the excited neon atom (Ne?) which is subsequently

reversed giving rise to a neutral complex at ca. 2 Å, Fig. 1(b). This shows that in this

region the configurational mixing with a charge transfer state is not negligible. Although it

is not explicitly analyzed, it has been previously shown that this behavior occurs where a

change in the nature of the electronic state is involved.11 Concomitant to the charge transfer,

there is a considerable decrease in the deformation energy of Ne?, with an increase for the

ground state atom, Fig. 1(c), that can be interpreted as an energy flow from the excited to

the ground state Ne.

A detailed analysis of the self-atomic components reveals that the largest changes take

place on the electrostatic contributions in both atoms (Fig. S2a). Near the equilibrium

geometry the atomic self-energies are almost equal, thus precluding to distinguish the Ne

atoms (Fig. S2b). Regarding the interaction term, V Ne,Ne?

xc is the largest contribution to

ENe,Ne?

int for R < 8 Å; V Ne,Ne?

ele is only relevant when the charge transfer takes place and is

positive for R < 2 Å (Fig. S2c). The trends in ENe
def and ENe,Ne?

int suggest that the excimer

association mechanism can be perceived as the formation of a conventional chemical bond,

similar to the ground state of an heterodiatomic AB molecule.56 That is, in both cases a

significant change take place in the internal electronic structure of atoms A and B with

a destabilizing effect (measured by Edef ), but which is more than compensated by and

reinforcement of their mutual interaction EA,B
int , mainly due to the covalent term.

In summary, the observed value of 0.889 eV for the binding energy of the 11Σ+
u state

in Ne2 arises as a combination of two effects: 1) the energy transfer from Ne? to Ne, that

makes a destabilizing contribution to the total system (negative contribution to Ebind) and

2) the Ne-Ne covalent interaction that dominates ENe,Ne′

int . Note how all this quantitative
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information about the mechanism of excimer formation is implicit in the electronic energies,

but the analysis focused only on the PES is not able to reveal. In line with Birks model,

the IQA decomposition provides evidence that configurational mixing with charge transfer

states Rg−−Rg+ ↔ Rg+−Rg−, although not negligible, is not relevant for the quantitative

description of the Rg2 excited complexes. The data are more consistent with what is called

excitonic resonance Rg − Rg? ↔ Rg? − Rg, which can be perceived as a delocalization of

the excitation energy. Figures S3 and S4 report the potential energy curves and the IQA

decomposition for HeNe and others Rg2 excited state complexes. Although charge and

energy transfer decrease throughout the series, the changes of the components as a function

of the internuclear distance are very similar to those of Ne2, which suggests that the excimer

formation mechanism of rare gases is generic. That is, the process can be described as a

energy transfer from Rg? to Rg that enhances the interaction between the Rg-Rg? fragments,

again, consistent with excitonic resonance.

Noble gases also form charge transfer compounds with halogens by the interaction be-

tween two ionic fragments. For example, in case of the KrF molecule, the difference between

the ionization potential of Kr and the electronic affinity of F is 10.68 eV at the present level

of calculation. This value is lower than the energy associated with the first singlet transition

of Kr (12.16 eV) or the doublet of F (14.49 eV). Therefore, the 22Σ+ state of KrF dissociates

to Kr+ + F− (fig. 2a). Charge transfer states are also present for ArF, NeF and HeF, but

have higher energies than their lower Rydberg excited states.

The behavior of the ground state of KrF is very similar to the 11Σ+
g for Ne2, as the

Kr and F moieties can be considered as weakly interacting based on the small observed

values for Ebind, EKr
def , EF

def and Eint. However, V Rg,F
ele is the most important contribution

to the binding energies of the charge transfer complexes (22Σ+), even at large internuclear

distances as evidenced by the value EKr,F
int = −2.45 eV at 6.0 Å (fig. 2c). At the equilibrium

geometry, the V Rg,F
xc values are stabilizing, ranging from −0.84 eV for NeF to −1.48 eV in

XeF, indicating that the covalent component of ERg,F
int is also a relevant bonding contribution.
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Figure 3: (a) Total energy throughout the IRC of the O3+Cl → O2+ClO reaction. The
main structures are shown over the regions. (b) Self-atomic and (c) inter atomic energy
contributions relative to their values at the beginning of the reaction. Labelling of the O
atoms is shown in (a).

Also, unlike to the Ne2 excimer where changes in Edef for Ne and Ne? show opposite trends,

for the 22Σ+ state of KrF the EF
def value increase considerably while EKr

def remains constant

upon the approaching of the fragments. Therefore, a transfer of energy between Kr and F

cannot be considered to take place. In terms of the IQA data and the Birks model, the

22Σ+ states of the RgF complexes can be categorized as charge transfer in nature, i.e. pure

Rg+ − F−, where surprisingly the exchange-correlation interaction term makes a significant

contribution to Ebind. Furthermore, given the asymptotic limit RgF → Rg+ + F− and the

long-range behavior shown in V Rg,F
ele , it is evident that the electrostatic component is the

driving force for the formation of these compounds (Figs. S5 and S6).

O3+Cl reaction

The reaction of O3 with a chlorine atom, released by the photolysis of chlorofluorocarbons,

O3 + Cl −−→ ClO + O2, (14)

is very important in the chemistry of the stratosphere57,58 because of the role ClO plays

in the catalytic ozone depletion cycle. For instance, the ClO fragments can lead to the

formation of chlorine peroxide, which can dissociate by photolysis to give rise to O2 and

17



more Cl radicals. The multiconfigurational nature of process (14) is well documented,59

making the use of methods such as CASPT2 necessary to satisfactorily describe the intrinsic

reaction coordinate (IRC), as the barrier is highly overestimated and the reaction energy is

underestimated without accounting for the dynamical correlation. It has been shown that the

reaction of O3 (X1A1) with Cl (2P) proceeds as a doublet for the total system on a PES well

separated from other electronic states and without nonadiabatic or spin-flip transitions.59 In

addition, the reaction takes place without intermediates and is highly exergonic (Fig. 3a),

with a reaction energy of −1.47 eV and a low energy barrier of 0.17 eV at the present level

of calculation.

The IQA decomposition enables a detailed and concise description of the process (14)

along the IRC. Mainly, it allows to identify the atomic and pair contributions to the involved

energy barrier, and also, the terms that globally drive the chemical reaction. In this way,

it is possible to conceptualize the transformation in (14) as an energy balance, taking into

account separately the atomic terms, as well as the breaking and/or formation of the involved

bonds. This type of information is of importance for rationalizing reactions between radicals

in an atomic view, contrary to the usual analysis of the relevant electronic configurations

in the orbital basis, where interpretation is difficult due to the highly multiconfigurational

nature of the system. The initial approach between the O3 and Cl fragments is driven by the

O3-Cl interaction, but this results in a distortion on the electronic structure of O1, O3 and

Cl with a consequent increase in EO1
def , EO3

def and ECl
def , as well as a weakening of the O2-O3

interaction. This can be seen from the analysis of the IQA contributions between 0 and 8

amu1/2Bohr (fig. 3), which shows that the energy barrier appears because of an increase of

the atomic terms (except for the O2 atom) and of the EO2,O3
int component.

Once the barrier is surpassed, EO2,O3
int continues to increase and ECl,O3

int decreases almost

monotonically signaling the concerted O2-O3 bond breaking and Cl-O3 bond formation.

In addition, the self-energies of O1 and O2 evolve to their corresponding values in the O2

molecule. Fig. 3 also shows that ECl
self and ECl,O3

inter exhibit a plateau between c.a. 12 and 16
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amu1/2 Bohr, despite the large changes occurring in the orientation of Cl with respect to O3

and in the Cl-O3 distance. This behavior is in line with the trends of atomic charges and the

Vxc contribution to the self- and interaction components of the atoms involved (Fig. S7). The

IQA analysis shows that the concerted reaction is accompanied by the stabilization of O2

and destabilization of Cl along the process (EO2
def +ECl

def>0), which is more than compensated

by the increase in the magnitude of the O3-Cl interaction.

Photodissociation of H2CO

The α-cleavage of ketones is one of the best known and most important reactions driven by

light absorption.60 In particular, there is an enormous body of theoretical and experimental

information for the decomposition of formaldehyde following the initial excitation to the S1

(1nπ?) state, including the study of the time-resolved dynamics and the full exploration of

the respective potential energy surfaces.61–65 At low-photon energies the main dissociation

channels of H2CO are

H2CO −−→ HCO · + H · (15)

H2CO −−→ CO + H2 (16)

where the α-cleavage, proceeding through radicals species, has the lowest energy barrier on

the S1 surface. Additionally, due to the small singlet-triplet energy gap and in agreement

with the El-Sayed rules66 the intersystem crossing is favored, so the above processes also take

place on the T1 (3ππ?) manifold. The IQA decomposition (at the CASSCF level) and real-

space focused models have previously been used in order to rationalize the photochemical

relaxation of H2CO towards the minimum of the 1nπ? state.12 In the present work, we

extend this endeavor by considering the minimum energy path (MEP) of 1nπ? state for

the α-cleavage, starting at the Franck-Condon region and ending with an accessible conical

intersection with S0. Additionally, we analyze the MEP for 1nπ? proceeding through the

lowest S1/T1 minimum energy crossing point (MECP) and finishing with the molecular
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elimination depicted in (16), which for the 3ππ? state involves a lower barrier than (15).

The objective is to quantify in a mechanistic approach the energetic changes involved in the

surface crossing, that are relevant to rationalize the internal conversion and the intersystem

crossing processes.

The first step on the photochemistry of H2CO is the electronic S0 → S1 transition, whose

optical gap is of 3.80 eV at the CASPT2 level. Figure 4 presents the changes on the atomic

and interaction components between the S0 and 1nπ? states, making possible to dissect the

vertical transition energies in order to quantify the contribution of each atom and pair. In

summary, the changes on self-energies are negative for the carbon and oxygen atoms and

positive for the respective pair term (EC,O
int ). Regarding the origin of the atomic stabilization,

a detailed analysis shows that after the electronic transition, the atomic population of C

increases while that of O decreases, so that the nucleus-electron attraction becomes more

negative in C and the electronic repulsion decreases in O, thus explaining the changes in

both EC
self and EO

self . On the other hand, this population transfer is reflected in a stronger

electron-electron repulsion between the C and O atoms, thus clarifying the weakening of the

C=O interaction (∆EC,O
int > 0).

The data at the CASSCF level are also included in Fig. 4, making it possible to compare

the effect of the dynamic correlation on the changes of the IQA energies. A detailed analysis

of the effect of active space size on the energetic changes of these atomic and pair contribu-

tions is presented in the supporting information (fig. S8). To summarize, the energy trends

are similar, but the relative contribution of each component can change significantly. The

latter is particularly relevant for the choice of minimum active spaces. In fact, the changes in

the contributions evaluated with CASSCF appear to converge to CASPT2 values as the size

of the active space increases. As it can be seen from the data of fig. 4, which involves the

full valence orbitals in the active space, the correlation energy is not localized in an atomic

or interaction part, and in general, the magnitude of the CASSCF terms are slightly greater

than those using CASPT2.
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Figure 4: Differences in self-energies and interaction terms between the S0 and 1nπ? states
of H2CO at the equilibrium geometry of S0. The absorption energy is of 3.80 eV for caspt2
and 4.14 eV for CASSCF, using in both cases an active space of (12e,10o). The experimental
estimate ranges from 3.79 to 4.07 eV.67,68

The MEP for the α-cleavage proceeding in the 1nπ? state can be split for convenience

into four regions (Fig. 5a), which account for important structural or energetic changes.64

The first zone goes up to 0.5 amu1/2Bohr and involves the elongation of the C=O bond,

whereas region II goes from 0.5 to 2 amu1/2Bohr where the pyramidalization of the carbon

atom bonding pattern occurs. Subsequently, the third zone covers from the energy minimum

to the transition state. Finally, in zone IV the crossing between the electronic states takes

place.

In region I there is a considerable decrease of EC
self and EO

self , accompanied by an increase

of EC,O
int (fig. 5) on the 1nπ? state, involving an stabilization of the carbon and oxygen atoms

and a further weakening of the C=O interaction with regard to the structure at the Franck-

Condon region. For carbon, this is mainly due to a more negative V C
en term, while in the

oxygen there is a decrease in the kinetic energy. In the pair term, the origin can be traced

to V C,O
ele and V C,O

xc , with a larger contribution from the former. These trends are in line

with a change in the hybridization from sp2 to sp3 for the C atom, as well as a change on

nature of the C-O contact from double to single bond.12 The energetic modifications that

take place in region I pave the way for the pyramidalization of the C atom in region II, where

minor energetic changes are observed. The transition state is 1.13 eV higher than the energy

minimum. The changes for EC
self , EO

self and EC,O
int in region III are in the reverse direction

to those occurring in I and II, suggesting that in order to access the transition state, and
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Figure 5: a) Energies of the low-lying states of H2CO along the minimum energy path (MEP)
of 1nπ?. Changes on the b) self-energies and c) Interaction terms for the 1nπ? state along
the MEP. The data in b and c take as reference the value at the starting point.

thereby approach the S1/S0 intersection seam, an sp2 rehybridization of the carbon atom

is necessary, in agreement with the formation of the formyl radical. As in Figure 4, single-

point IQA/CASSCF calculations along the MEP evaluated with CASPT2 provide the same

information about the mechanism (fig. S9), however, the height of the barrier to access

the conical intersection is highly underestimated, so a more quantitative picture is obtained

using the CASPT2 approach. Nevertheless, this suggest that when differential correlation

effects are not important the cheaper IQA/CASSCF energies can be used for rationalization

of the mechanism.

Interestingly, at the conical intersection one of the C-H distances is 1.689 Å, but the

analysis of the molecular graphs for S0 and S1 reveals the occurrence of a bond-critical

point between the respective atoms. Also, the associated EC,H
int term for the S1 state has a

stabilizing contribution of -3.63 eV (-0.77 eV for S0). Moreover, the topological analysis for

the Laplacian of the electron density reveals that for S0 there is a local charge concentration

in the non-bonded region of carbon, which does not appear in the S1 state (fig. S10).
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Figure 6: (a) Intrinsic reaction coordinate (IRC) for the ground state concerted dissociation
of cyclobutane. (b) Energies of S0 and S1 along the minimum energy path of S1. Changes
on the self-energies and interaction energies (c) along the IRC for S0 and (d) the MEP for
S1. The labels “Carbons” and “Hydrogens” comprise the sum of the deformation energies of
the C or H atoms, respectively; "Remainder Eint" is the sum of the C-H and H-H interaction
energies.

This information is congruent with a weakly bonded H· · ·CHO complex for S1 and with

HCO · +H · for S0, and provides support for the roaming mechanism on S1,69,70 which arises

as a dynamic effect connecting paths (15) and (16). Again, it should be noted that all of

the above quantitative information is implicit in the description of the MEP, but cannot be

trivially extracted from the analysis of the structures or the total energies in figure 5a. It is

the use of the IQA/CASPT2 partition that facilitates the interpretation.

Regarding the reaction mechanism (16), previous studies suggest that the energy bar-

riers involved are slightly lower on the triplet than on the singlet state.64 The supporting

information includes the analysis of the MEP for the 3ππ? state (figs. S11), which includes

the change of surfaces from S1 to T1 through a minimum energy crossing point. The S1/T1

MECP was found at 1.13 eV from the minimum of 1nπ?, whereas the subsequent T1/S0

MECP is at 0.95 eV from 3ππ?, in agreement with previous reports for the molecule.64 In
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order to access to the S1/T1 MECP, it is necessary to pass from the pyramidalized structure

of the 1nπ? energy minimum to a planar one, where the C-O distance goes from 1.35 Å to

1.70 Å. Therefore, in the region II shown in Fig. S7a the energetic changes associated with

the elongation of the C-O contact are very similar to those of region I in Fig. 4a, i.e.,

more negative self-energies as well as a weakening of the C,O interaction. It is precisely the

EC,O
int term which modulates the approach between the S1 and T1 surfaces and therefore, in

mechanistic terms, favors the intersystem crossing.

Photodissociation of C4H8

Pericyclic photochemical reactions involving the cyclobutane moiety are relevant in materials

science and biochemistry.71–73 Unlike the cycloreversion for the Diels-Alder [4+2] reaction,

the former is thermally forbidden but photochemically allowed and is thus complementary as

a synthetic method in organic chemistry.74 Following the transition of C4H8 to the first singlet

excited state (1σR, Rydberg), the reaction path for the concerted dissociation proceeds

favorably, involving a small energy barrier where the change of nature from 1σR to 1σσ?

takes place and ends at the crossing with the S0 energy surface. Several theoretical methods

have been applied in order to rationalize this process. For example, Geerlings has proposed

an alternative interpretation of the Woodward-Hoffmann rules based on descriptors defined

in conceptual density functional theory.75 In this subsection, the IQA partition is used to

approach the problem from a mechanistic viewpoint. The questions we seek to answer are:

1) Why is there a considerable energy barrier to the fragmentation of C4H8 if the rupture

of two single bonds take place in a concerted step? and 2) Why the dissociation is more

favorable in the excited state? For this purpose, the concerted photodissociation process is

analyzed, instead of the birradical mechanism favored in the ground state.76,77

Figure 6a shows the intrinsic reaction coordinate (IRC) for the ground state concerted

dissociation of cyclobutane, where a 4.08 eV energy barrier is observed. There are three

well-defined regions on the IRC: the first one goes from 0 to 3.36 amu1/2Bohr and involves
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the passage from the puckered to a flat ring, where very small energy changes occur; in the

second (3.36 to 7.87 amu1/2Bohr), the distance between two C-C pairs begins to increase; and

the third, where the dissociation into two C2H4 takes place. In terms of QTAIM molecular

graphs, the structural catastrophe that marks the breaking of single bonds occurs between

12.01 and 12.79 amu1/2Bohr. Because the carbon framework contributions are dominant and

some components are related by symmetry, only the global contributions are presented in

Fig. 6b. For example, the curve labeled “Carbons” involves the sum of the C self-energies.

Proceeding from C4H8 to 2C2H4 there is the breaking of two C-C single bonds, the formation

of two double bonds as well as a formal change in hybridization from sp3 to sp2 in the four

carbon atoms. Whereas the energy changes are positive for the former, they are negative for

the latter. Briefly, the energy required for the concerted breaking of C-C single bonds exceeds

the stabilization associated with the formation of two double bonds as well as the change

in hybridization, thus explaining the appearance of the barrier. Near the TS structure, a

change in the relevant electronic configuration describing the system takes place, going from
1σ2 to 1σσ? from the C4H8 point of view (1ππ? to 1π2 for two C2H4), as reflected in the

variation of the relevant molecular orbital occupation numbers (see fig. S12). Importantly,

the change in electronic configuration describing the system at the TS coincides with the

inflection point of the “Carbons”, "Single C-C" and "Double C-C" curves (Fig. 6c).

The energy landscape changes considerably in the S1 state. The S0 → S1 electronic

transition involves an excitation energy of 10.08 eV (0.05 oscillator strength). Subsequently,

the MEP proceeds favorably until an energy minimum (0 to 5.69 amu1/2Bohr), where the

carbon framework changes from a puckered to a flat rhombus-shaped ring. In the second

region of the MEP (5.69 to 8.55 amu1/2Bohr) the change in nature (R →1 σσ?) of the

electronic state occurs, while the third (> 8.55 amu1/2Bohr) ends at the S1/S0 crossing. The

energetic and structural changes in region I are driven by a decrease in the self-energies

of the carbons and by the strengthening (more negative interaction energies) of one of the

C,C bonded interactions which gains double bond character. Meanwhile, in II and III, the
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cleavage of two single and the formation of two double bonds begins. Similar to the path

at S0, the stabilization gained by the formation of C=C contacts is smaller than the energy

required to break two C-C bonds. However, note that near the transition state a considerable

decrease in the hydrogen self-energies and from the C-H interactions occur, so that these

contributions drive the MEP of S1 towards the surface crossing, and therefore, promote the

cycloreversion of the cyclobutane moiety. In other words, the IQA analysis reveals that

the energy contributions “Hydrogens” and “Remaining Eint” are relevant to explain the

deactivation of the excited state. This kind of information is not recovered from the analysis

of the correlation diagram, which only focuses on the carbon-centered molecular orbitals and

completely ignores the contributions of the hydrogens.

Conclusions

The implementation of the IQA energy partition using the one- and two-electron effective

density matrices of the CASPT2 energy functional was carried out. The energy decom-

position along a reaction path into IQA/CASPT2 contributions allows to describe in an

orbital invariant language chemical transformations where strong correlation is important.

This procedure provides a way of quantifying the main atomic and interaction contributions

involved in electronic excitation and relaxation processes, possibly involving conical intersec-

tions or avoided crossings of states. The methodology was applied to several test systems.

For example, the interaction contribution favors the formation of noble gas excimers and

exciplexes, showing a predominant covalent character in the former and electrostatic in the

latter. As another case, it was possible to establish that the C-O interaction in H2CO domi-

nates the S1/S0 and S1/T1 crossings. The study of the photodissociation of C4H8 shows that

the contributions of the hydrogen atoms, usually not taken into account in the correlation

diagram of the molecule, explains the small energy barrier in the lowest singlet electronic

excited state. Finally, the comparison between the IQA/CASSCF and IQA/CASPT2 data
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for H2CO suggests the possibility of perform a qualitative description of a photophysical

processes with the cheaper IQA/CASSCF approach, which would allow the study of large

systems in the case where differential correlation effects are not important, i.e., CASSSCF

and CASPT2 provide the same description of the PES. These examples show the usefulness

of the IQA method in the mechanistic rationalization of photophysical and photochemical

processes.
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