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#### Abstract

The Quantum Circuit Compilation Problem (QCCP) is challenging to the Artificial Intelligence community. It was already tackled with temporal planning, constraint programming, greedy heuristics and other techniques. In this paper, QCCP is formulated as a scheduling problem and solved by a genetic algorithm. We focus on QCCP for Quantum Approximation Optimization Algorithms (QAOA) applied to the MaxCut problem and consider Noisy Intermediate Scale Quantum (NISQ) hardware architectures. Based on the fact that these algorithms apply a set of basic quantum operations repeatedly over a number of rounds, we propose a genetic algorithm approach, termed Decomposition Based Genetic Algorithm (DBGA), that in each round extends the partial solutions obtained for the previous ones. DBGA is compared to the state of the art across a set of conventional instances. The results of the experimental study provided interesting insight in the problem structure and showed that DBGA is quite competitive with the state of the art. In particular, DBGA outperformed the best current method on the largest instances and provided new best solutions to most of them.


## 1. Introduction

It is widely accepted that quantum computing may represent the next big step in the field of computation as it could contribute to solve some extremely hard problems. Much in the same way as classic computers operate on logical gates, quantum computing relies on quantum gates operating on quantum bits (qubits), each qubit representing a quantum state (qstate), i.e., a superposition of the two pure qstates, denoted $|0\rangle$ and $|1\rangle$. Executing a quantum algorithm on a quantum hardware entails evaluating a set of quantum gates on qubits (one or two in this study) representing the proper qstates, this process being subject to some constraints imposed by both the algorithm and the hardware. We consider herein the hardware technology termed Noisy Intermediate Scale Quantum (NISQ) processors [1]. As an example, Fig. 1 shows four NISQ quantum chip designs inspired by Rigetti Computing Inc. [2] with different number of qubits ( $N=4,8,21,40$ ) distributed in weighted and undirected graphs. Each qubit is identified by an integer and it is located in a node. Two qubits connected by an edge are adjacent, which represents that a 2-qubit gate may be executed on those qubits. The type of connecting line, either dashed or continuous, has to do with the processing time of the gates on these qubits. A quantum algorithm may be
viewed as a series of quantum gates that must be applied on the qubits over time (see Fig. 3(b)).

Due to the fact that binary gates can only be applied to adjacent qubits, when a gate must be applied on two particular qstates, we have to ensure that they are located on adjacent qubits. To this end, it may be necessary moving qstates from one qubit to another, which is done by means of swap gates, i.e., gates that just swap the qstates of two adjacent qubits. Furthermore, two gates cannot be applied on the same qubit at the same time. These facts raise the problem of distributing the calculations on the specific hardware, which is known in the literature as Quantum Circuit Compilation Problem (QCCP) and may be formulated in the planning/scheduling framework.

In this work, we investigate the use of genetic algorithms to solve the QCCP. In particular, we will focus on the model described by Venturelli et al. in [3], where the authors proposed a benchmark - called Venturelli's set herein - and explored the use of temporal planners to synthesize compilation plans characterized by minimum makespan (i.e., the circuit's depth). This model was considered in further proposals [4$6]$ and is characterized by: (i) the class of Quantum Approximate Optimization Algorithm (QAOA) applied to the MaxCut problem [7], and (ii) the specific hardware architecture depicted in Fig. 1.
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Fig. 1. Four quantum chip designs with different number of qubits.

Due to the fact that QAOA is based on the application of the same set of gates over a number of rounds, we propose a decomposition based approach termed Decomposition Based Genetic Algorithm (DBGA), which builds solutions incrementally. It runs for a number of rounds and, in each one, it applies a genetic algorithm to the subproblem given by the current round, starting from solutions to the previous rounds. Our approach is quite different in many aspects from the genetic algorithm proposed in [5] for the same problem; among others the chromosome encoding, the decoding algorithm, the heuristic population initialization, the diversification operator or the decomposition strategy are specific to DBMA.

One of the key points of DBMA is the coding/decoding schema: in each round $r$, a chromosome is composed by the sequence of quantum gates in the round $r$ together with a partial solution to the subproblem of rounds $1, \ldots, r-1$. Each gate operates on a pair of qstates, and the chromosome indicates the pair of adjacent qubits in which it must be executed. The decoding algorithm inserts the minimum number of swap gates to move the qstates to the corresponding qubits. Other elements such as the diversification mechanism or the initialization procedure also contributed to the algorithm performance; but it was the decomposition approach the element that most clearly contributed to make DBMA an outstanding algorithm.

In the experimental study, we analysed the contribution of the components of DBGA and compare it to the best methods in the state of the art that, as far as we know, are the genetic algorithm proposed in [5] and the rollout heuristic proposed in [6]. In these experiments, DBGA shows better performance than these two methods; in particular, it reached new best solutions for 48 of the 50 largest instances of the considered benchmark set.

The remainder of the paper is organized as follows. In the next section, a literature review is presented. In Section 3 the formal definition of the QCCP for MaxCut is given. Section 4 describes the Decomposition Based Genetic Algorithm (DBGA) proposed to solve the QCCP. Section 5 reports the experimental study. The main conclusions and some ideas for future research are summarized in Section 6. Additionally, we include two appendices. Appendix A describes the basis of the Quantum Approximate Optimization Algorithm (QAOA), and Appendix B describes how QAOA may be applied to the MaxCut problem.

## 2. Literature review

Despite the issue related to the compilation (a.k.a. qubit mapping [1]) of quantum circuits is relatively new, a number of works in the literature have been published in the recent years, which tackle the QCCP from different perspectives, leveraging different techniques and targeting different objectives.

After the approach presented in [3], temporal planning was also exploited in [8], where it was combined with Constraint Programming (CP) to produce warm-start solutions. In that paper, the authors considered two variants of the QCCP; the first one accounts for crosstalk
interactions between qubits (QCCP-X), while the second includes the ability to arbitrarily initialize qubits (QCCP-I ${ }^{1}$ ). The qubit initialization problem was also analysed in [9].

In [4] the authors proposed a greedy random search heuristic to solve the same problem, where the main contribution is a lexicographic twokey ranking function for quantum gate selection. The first key acts as a global closure metric aimed to minimize the makespan, and the second one is a local metric acting as "tie-breaker" to avoid cycles. This heuristic improved the results reported in [3].

Later, in [5], the same authors proposed a genetic algorithm exploiting a novel chromosome encoding, where each gene controls the iterative selection of a quantum gate to be inserted in the solution; to this end they used the ranking function proposed in [4]. This genetic algorithm improved the results reported in [4]. Besides, they tackled the two extensions QCCP-X and QCCP-I.

In [6] three approaches were proposed to solve the problem: 1) a schedule builder guided by a priority rule, which is a variant of that proposed in [4]; this rule selects one among the eligible gates in each iteration based on distances between the current qubits of the qstates involved in the eligible $p$-s gates; 2) a rollout based sequential decision making approach, which decides on which operation to schedule next based on the makespan projection given by the aforementioned priority rule, and 3) a stochastic version of the rollout heuristic, which iteratively switches between rollout and the priority rule in order to improve the exploration capabilities of the method. As far as we know, this paper reports the best results to date on the benchmark set proposed in [3].

A significant amount of papers in the literature analyze quantum compilation algorithms that add swaps to the ideal circuit, focusing on IBM QX architectures, so that the circuit's behavior can be readily simulated on the IBM's Qiskit framework. ${ }^{2}$ In particular, in [10] the analysis is targeted at minimizing the number of additional quantum gates necessary to perform the compilation, the rationale being that the fewer the gates, the shallower the circuit's depth. Similarly, depth minimization is the primary objective of the heuristic-based compilation procedure proposed in [11].

Still focusing on IBM QX architectures, the analysis carried out in [12] aims at minimizing both the number of gates in the final circuit realization (leveraging swaps, bridges and reversals), and the time occurred for the compilation process. In [13] an interesting analysis is made about the trade-off between the number of swap gates introduced to realize the compilation process and the circuit's depth, highlighting the fact that the minimization of the number of swaps and the minimization of circuit's depth may be mutually conflicting objectives. In [14], some approaches to solve the quantum compilation problem using off-the-shelf MILP solvers, such as Gurobi, have been investigated. Other heuristics were also applied with success to the QCCP as, for example, simulated annealing and lookahead heuristics [15]. ${ }^{3}$

Another very interesting approach to the quantum circuit compilation problem is to take into account different performance parameters. In [16] for instance, the authors consider the gate error rates to produce circuit realizations that maximize the circuit's fidelity, while attempting to minimize the number of swap and/or bridge gates. A similar approach that takes into account the analysis of gate error rates has been used in $[17,18]$.

A relatively new approach to quantum circuit compilation is based on learning. The work [19] presents a procedure to convert the approximate compilation problem into an auxiliary quantum variational algorithm native on the hardware. Whereas in [20] an iterative learning procedure is used to solve both the compilation problem and the gate synthesis problem.

[^1]

Fig. 2. MaxCut problem instance on a graph with 7 nodes. Each node is associated with a particular qstate $q_{i}$ and such associations define the compilation objectives. The right side of the figure shows the list of $p$-s and mix quantum gates to be planned for and executed, in this case we consider $p=2$.

Another recent approach for quantum circuit compilation is that presented in [21]. The quantum gates are heuristically separated in layers such that all gates in the same layer can be concurrently executed, then a layer ordering is heuristically decided, and finally a compiler backend introduces permutation layers (i.e. swap gates) that move the qstates so that the quantum gates of the next layer can be performed. The authors extend the study in [22] by proposing the QAIM heuristic to improve the initial location of qstates, and different heuristics to perform the layer ordering, including one that takes into account the reliability of the operations in order to maximize the success probability of the circuit.

## 3. Quantum circuit compilation problem formulation

In the QCCP, we are given a tuple $P=\left\langle C_{0}, L_{0}, Q M\right\rangle . C_{0}$ is the input quantum circuit, which represents the quantum algorithm to solve the problem at hand. $L_{0}$ is the initial assignment of qstates to qubits and $Q M$ is a representation of the quantum hardware as a multigraph.

If the problem at hand is MaxCut, the input quantum circuit can be defined as $C_{0}=\left\langle Q, P-S, M I X,\left\{g_{\text {start }}, g_{\text {end }}\right\}, T C_{0}\right\rangle$, where $Q=$ $\left\{q_{1}, \ldots, q_{N}\right\}$ is the set of qstates which, from a planning and scheduling perspective, represent the resources necessary for each gate's execution. $P-S$ and MIX are, respectively, the set of $p-s$ and mix gate operations, for the first one some mathematical formulations are given in Eqs. (B.7), (B.8) and (B.9), while for the second the formulation is that of Eq. (B.6). As they operate on two and one qstates respectively, we use the notations $p-s\left(q_{i}, q_{j}\right)$ and $m i x\left(q_{i}\right)$. Two fictitious gates $g_{\text {start }}$ and $g_{\text {end }}$ are also considered that do not operate on any qstate. Every quantum gate requires the uninterrupted use of the involved qstates during all its processing time, and each qstate $q_{i}$ can be processed by at most one gate at a time.
$T C_{0}$ is a set of precedence constraints imposed on the P-S, MIX and $\left\{g_{\text {start }}, g_{\text {end }}\right\}$ sets. Every gate in $P-S$ and $M I X$ must be executed after $g_{\text {start }}$ and before $g_{\text {end }}$. According to the number of rounds $p$ of the QAOA algorithm (see Appendix A), $P-S$ and $M I X$ sets are organized into $p$ steps that must be interleaved as $P-S_{1}, M I X_{1}, P-S_{2}, M I X_{2}, \ldots, P-S_{p}, M I X_{p}$. All the gates belonging to the step $P-S_{r}\left(M I X_{r}\right)$ involving a specific qstate $q_{i}$ must be executed before all the gates $M I X_{r}\left(P-S_{r+1}\right)$ involving the same qstate $q_{i}$, for $r=1,2, \ldots, p$ (for $r=1,2, \ldots,(p-1)$ ). Therefore, $p$ is the number of compilation passes. The $p$-s gates are commutative, so they may be executed in any order. Figure 2 (left side) shows an example of a graph upon which the MaxCut problem is to be executed, corresponding to the problem instance no. 1 of the subset characterized by $N=8, u=$ 0.9 and $p=2$ (see Section 5.1). The list of $p-s$ and mix quantum gates that must be executed during the compilation procedure is shown on the right side of the figure. The compilation problem depicted in the figure requires two compilation passes (i.e. $p=2$ ).
$Q M$ is a representation of the quantum hardware as an undirected graph $Q M=\left\langle V_{N}, E_{p-s}, E_{\text {swap }}, \tau_{m i x}, \tau_{p-s}, \tau_{\text {swap }}\right\rangle$, where $V_{N}=\left\{n_{1} \ldots n_{N}\right\}$ is

(a) MaxCut instance.

(b) Quantum circuit for the MaxCut instance in Figure 3(a). Rectangles represent $p-s$ gates, squares represent mix gates and single lines represent swap gates. Initially each qstate $q_{i}$ is on qubit $n_{i}$. The quantum hardware is represented on the left. Each horizontal line represents the operations on one qubit over time.

(c) Solution qraph. Bold arcs indicate the critical path, whose length (16) corresponds to the makespan. The node $g_{\text {start }}$ represents the initial situation, i.e., the qstate $q_{i}$ in qubit $n_{i}$. Double arcs means that a binary gate takes the two inputs from the same source (the $g_{\text {start }}$ node or another binary gate).

(d) Gantt chart, representing the operations on each qstate over time.

Fig. 3. Example of MaxCut instance (a) and one possible solution, considering only one round (i.e. $p=1$ ), represented by a quantum circuit (b), a solution graph (c) and a Gantt chart (d).
the set of qubits (nodes) of the hardware. $E_{p-s}$ and $E_{\text {swap }}$ are the sets ${ }^{4}$ of undirected edges $\left(n_{k}, n_{l}\right)$ which represent adjacent locations where the qstates $q_{i}$ and $q_{j}$ of the gates $p-s\left(q_{i}, q_{j}\right)$ or $\operatorname{swap}\left(q_{i}, q_{j}\right)$ can be allocated to; mix gates can be executed at any node. $\tau_{m i x}, \tau_{p-s}$ and $\tau_{s w a p}$ represent the durations for the different types of gates. In our study, $\tau_{\text {mix }}=1, \tau_{\text {swap }}=2$ and $\tau_{p-s}$ is 3 if the gate is executed in a continuous edge and it is 4 when it is executed in a dashed edge (see Fig. 1).

A feasible solution is a tuple $S=\langle S W A P, T C\rangle$, which extends the initial circuit $C_{0}$ with a set $S W A P$ of swap gates, added to guarantee the adjacency constraints for the qstates in $P-S$ gates, and a set $T C$ of additional precedence constraints such that for each qstate $q_{i}$ a total order

[^2]is imposed among the set of operations requiring $q_{i} . T C$ must guarantee that the qstates $\left(q_{i}, q_{j}\right)$ of all $p$-s and swap gates are allocated on adjacent qubits. The makespan of a solution corresponds to the maximum completion time of the gate operations in $S$.

A schedule may be viewed as a solution graph $G_{S}=\left(V_{S}, E_{S}\right)$, where $V_{S}=\left\{g_{\text {start }}, g_{\text {end }}\right\} \cup P-S \cup S W A P \cup M I X$ and $E_{S}$ represents the partial order on the operations in $V_{S}$ defined by $T C_{0}$ and $T C$. Figure 3(c) shows an example, in some cases there are two equivalent arcs between two nodes, this is just to emphasize that they correspond to binary gates sharing the two qstates. The costs in the arcs are the durations of the operations in the origin. The makespan of the schedule is given by the longest path cost from $g_{\text {start }}$ to $g_{\text {end }}$, which is called critical path.

The goal of the QCCP is to find a feasible solution with the minimum makespan. In [23] QCCP is proven to be NP-hard.

As an example, consider a toy instance in the chip with $N=4$ (see Fig. 1(a)), in which the following four gates: $p-s\left(q_{1}, q_{2}\right), p-s\left(q_{1}, q_{3}\right)$, $p-s\left(q_{2}, q_{3}\right)$ and $p-s\left(q_{3}, q_{4}\right)$ must be executed. Figure 3a shows a graph of a MaxCut instance with 4 nodes (the number of nodes must be lower than or equal to the number of qubits in the quantum chip). Figure 3b shows a solution in form of compiled quantum circuit, considering only one round, i.e. $p=1$ (be aware that a swap gate was required to ensure adjacency compliance). Figure 3c shows the equivalent solution graph, whose critical path has cost 16 . Notice that $p$-s and swap gates have two predecessor nodes and two successor nodes each (unless they operate on the same qstates of the predecessor or successor gates, which is represented by means of double arc, as mentioned), which correspond to the previous (resp. next) gates executed on the corresponding two qstates. mix gates have only one predecessor and one successor, since they operate on only one qstate. In any case, if a gate is the first (resp. last) one executed on a qstate, then its predecessor (resp. successor) is the node $g_{\text {start }}$ (resp. node $g_{\text {end }}$ ). Finally, Fig. 3d shows the Gantt chart of the solution, with makespan 16.

## 4. The decomposition-based genetic algorithm

Given the particular structure of the problem, specifically the fact that a problem instance is composed by a set of $p$ rounds and that in each round the same sets of $p-s$ and mix gates must be scheduled, we propose an incremental procedure that in each step $r \in\{1, \ldots, p\}$ solves the subproblem defined by the rounds $1, \ldots, r$. To be more precise, the proposed DBGA works in a decomposition-based approach and tries to optimize the scheduling of the $p$-s gates in round $r$, given a number of solutions to the subproblem defined by rounds $1, \ldots, r-1$ (mix gates in round $r$ are trivially scheduled after all $p$-s gates that involve the corresponding qstate).

Hence, in each round DBGA takes solutions from the previous round and "extends" them by adding the corresponding gates of the new round. This is done by means of a genetic algorithm, and so it first creates an initial population of solutions, which are evolved by using selection, recombination, replacement and diversification operators, until a termination condition is met. The flow chart of DBGA is depicted in Fig. 4, and its main components are detailed in the following subsections.

### 4.1. The coding scheme

As pointed, one execution of the GA starts from a set of solutions to the subproblem $1, \ldots, r-1$ calculated in previous steps, and builds schedules to the subproblem $1, \ldots, r$. Therefore, a chromosome has to include a solution to the subproblem $1, \ldots, r-1$ and the encoding of a candidate schedule for the $p$-s gates in round $r$. To this end, we propose encoding a chromosome by a triplet of the form ( $s g_{r_{-1}}, c h 1, c h 2$ ), where $s g_{r-1}$ is a solution graph for the subproblem $1, \ldots, r-1$ and $c h 1$ and $c h 2$ are two chains of symbols; ch1 is a permutation of the set of the $p$-s gates in round $r$ and $c h 2$ is a sequence of pairs of adjacent qubits of the same length as $c h 1$. This encoding must be understood so as the gate $p-s\left(q_{i}, q_{j}\right)$


Fig. 4. Flow chart of DBGA.
in a position of $c h 1$ must be executed on the pair of qubits $\left\{n_{k}, n_{l}\right\}$ in the same position in ch2; and the schedule must be built taking into account the earliest starting times of the quantum gates on the qubits after the partial solution to the subproblem $1, \ldots, r-1$, as we will see in Section 4.3.

### 4.2. Recombination and mutation

Regarding crossover and mutation, any operator devised for permutation encoding may be adapted. The crossover operates on components $c h 1$ and $c h 2$ at the same time to generate two offspring. Each offspring takes the $s g$ component from one parent. In our experiments, we extended the well-known partial mapping crossover (PMX). This operation is illustrated in Fig. 5. Besides, we consider a single mutation (mut1) that consists in swapping two positions (the gate and the pair of qubits) chosen at random.


Fig. 5. Illustration of the crossover operator. A subset of p-s gates with their destination qubits are taken from the first parent and put in the same positions in one offspring. The remaining $p$-s gates with their destination qubits are taken from the second parent and inserted in the remaining positions of the offspring keeping their relative order.

With the above operators, only the pairs of qubits allocated to the p-s gates in the initial population would be considered in the evolutionary process. So, some other operators should be considered that may introduce new genetic material in the form of new candidate pairs of qubits for the $p-s$ gates. To this end, we propose using another single mutation (mut2) that changes the pair of qubits for one $p$-s gate by a random pair of adjacent qubits sharing one qubit with the original pair. When a chromosome is mutated, one of the operators is chosen with equal probability.

### 4.3. The decoding algorithm

Building a schedule from a chromosome is the most critical issue given the particular characteristics of the QCCP. To this end, the decoding algorithm iterates over the ch1 component of the chromosome and takes the actions required to schedule the $p-s\left(q_{i}, q_{j}\right)$ gate in each position on the pair of qubits $\left\{n_{k}, n_{l}\right\}$ in the same position in $c h 2$. These actions introduce the necessary swap gates to move the qstates $q_{i}$ and $q_{j}$ to the qubits $n_{k}$ and $n_{l}$. In general there may be many possibilities to do that and it is not clear which is the most appropriate in each circumstance. Besides, it is not easy to encode in the chromosome one among the full set of options. For these reasons, we opted to use a strategy that minimizes the number of swap gates in each scheduling decision. In this way, the proposed encoding/decoding schema does not guarantee that at least one of the feasible chromosomes can encode an optimal schedule to the $p$-s gates in round $r$ (after a schedule for the subproblem defined by rounds $1, \ldots, r-1$ ); in other words, the search space is not dominant.

Let $D(x, y)$ be the length of the shortest path between the qubits $x$ and $y$ in the quantum hardware $Q M$, trivially, this distance is the minimum number of swap gates required to move a qstate in qubit $x$ to qubit $y$.

Let $n(q)$ be the qubit holding the qstate $q$ at a given time. To move the qstates $q_{i}$ and $q_{j}$ from their current qubits $n\left(q_{i}\right)$ and $n\left(q_{j}\right)$ to the target qubits $n_{k}$ and $n_{l}$ we choose the option that minimizes the overall number of swap gates; namely $q_{i}$ is moved to $n_{k}$ and $q_{j}$ is moved to $n_{l}$ if $D\left(n\left(q_{i}\right), n_{k}\right)+D\left(n\left(q_{j}\right), n_{l}\right)<D\left(n\left(q_{i}\right), n_{l}\right)+D\left(n\left(q_{j}\right), n_{k}\right)$ and the alternative is taken otherwise. The chosen paths are called a pair of minimal paths. The number of swap gates required is given by the length of these paths as it is proven in the following result, where $d\left(q_{i}\right)$ and $d\left(q_{j}\right)$ denote the "destination" qubits of qstates $q_{i}$ and $q_{j}$ respectively.

Proposition 1. Let $n\left(q_{i}\right), \ldots, d\left(q_{i}\right)$ and $n\left(q_{j}\right), \ldots, d\left(q_{j}\right)$ be a pair of minimal paths chosen to move the qstates $q_{i}$ and $q_{j}$ from the qubits $n\left(q_{i}\right)$ and $n\left(q_{j}\right)$ to the qubits $n_{k}$ and $n_{l}$, then the number of swap gates required is $D\left(n\left(q_{i}\right), d\left(q_{i}\right)\right)+D\left(n\left(q_{j}\right), d\left(q_{j}\right)\right)$.

Proof sketch. If the two paths are disjoint, i.e., they have not any qubit in common, the result fulfils trivially as each path is translated into a set


Fig. 6. Illustration of how Algorithm 1 could move two qstates $q_{i}$ and $q_{j}$ from their initial qubits 8 and 5 to the destination qubits 2 and 3 .
of gates that is independent from the gates of the other path. However, if both paths have some qubit in common, it is possible that one swap gate in one path involves two qubits holding $q_{i}$ and $q_{j}$, which could prevent one of these qubits from being moved with just the minimum number of swaps. However, if this were the case, instead of scheduling a gate swapping $q_{i}$ and $q_{j}$, we may change their destinations instead, and so the swap gate is not actually necessary and the qubits may go to the new destinations with no additional swaps.

Algorithm 1 shows the decoding algorithm that is applied to a chromosome ( $s g_{r-1}, \operatorname{ch} 1, c h 2$ ) to obtain a schedule (a solution graph $s g_{r}$ ) to the subproblem defined by the rounds $1, \ldots, r$. It iterates on the $p-s\left(q_{i}, q_{j}\right)$ gates in $c h 1$ and each one is scheduled in the pair of qubits $\left\{n_{k}, n_{l}\right\}$ in the same position in $c h 2$. To do that, it starts calculating a pair of minimal paths $p a t h_{1}$ and $p a t h_{2}$ from the current qubits of the qstates $q_{i}$ and $q_{j}$ to the destination qubits $n_{k}$ and $n_{l}$. Then, the arcs in these paths are considered following the order in each path, and for each one the associated swap gate is introduced in the partial solution. In this process the arcs from the two paths may be interleaved trying to avoid reversing two adjacent qubits holding $q_{i}$ and $q_{j}$. However, if in one iteration this is the only option then the remaining paths from the qstates to their destinations are swapped instead of swapping the qubits. In this way, the number of swap gates can be maintained to the minimum (see Proposition 1).

Figure 6 depicts the decisions that could be taken by Algorithm 1 in the case of a single $p-s\left(q_{i}, q_{j}\right)$ gate such that the destination pair of adjacent qubits is $\left\{n_{3}, n_{2}\right\}$, path $h_{i}=n_{8} \rightarrow n_{5} \rightarrow n_{3} \rightarrow n_{2}$ and path $h_{j}=n_{5} \rightarrow n_{3}$ (graphically represented by the dashed lines), in a 8 -qubit quantum machine (see Fig. 1(b)). Let us suppose that the first swap to be selected by the algorithm brings $q_{j}$ from qubit $n_{5}$ to qubit $n_{3}$ (Fig. 6(b)), and the second swap brings $q_{i}$ from qubit $n_{8}$ to qubit $n_{5}$ (Fig. 6(c)). It is now evident that the condition $\left\{n_{3}, n_{2}\right\}=\left\{n\left(q_{i}\right), n\left(q_{j}\right)\right\}$ holds (if $q_{i}$ continued its path towards qubit $n_{2}$, it would have to swap its position with $q_{j}$, thus reversing the latter's position); therefore, the algorithm enters the "else" branch performing a destination swap (Fig. 6(d)), ultimately dispatching $q_{j}$ to qubit $n_{2}$ (Fig. 6(e)) and $q_{i}$ to qubit $n_{3}$ (Fig. 6(f)).

After introducing all the $p$-s gates, the mix gates are inserted on each qubit holding a qstate.

We have also implemented a small improvement in the described decoding procedure: each time a swap gate is inserted, we check if one of the involved qstates has executed a mix gate that ends just when the swap gate starts (see Fig. 7(a)). If that is the case, we reverse the order of the mix and the swap gates (see Fig. 7(b)), as in this way we may be able to improve the makespan (if $S W A P_{j}$ of Fig. 7(b) is on the


Fig. 7. Additional improvement step within the decoding procedure of Algorithm 1: in case (a) the reversal of the gates $M I X$ and $S W A P_{i}$ may improve the makespan (see subfigure (b)) if $S W A P_{j}$ is on the critical path of the resulting solution. Whereas in case (c) the makespan might be worse if the MIX gate is on the critical path of the resulting solution, as subfigure (d) shows.
critical path of the resulting solution) as much as the duration of the mix gate. However, the described reversal is only performed if the last gate executed by the other involved qstate ends at a time lower than or equal to the starting time of the mix gate (see Fig. 7(a)), as in that case we can ensure that the makespan cannot be worse. On the contrary, Fig. 7(c) shows a case where the above described reversal might not be convenient (see Fig. 7(d)), particularly if that MIX gate is on the critical path of the resulting solution.

### 4.4. General structure of $D B G A$

The general structure of the proposed DBGA is shown in Algorithm 2.
Require: A QCCP problem instance $P$ with a set of qstates $Q, p$ rounds and $P-S_{r}$ and $S W A P_{r}$ sets of gates in each round $r \in 1, \ldots, p$. The quantum hardware $Q M$. The set of Parameters of the GA: popSize, $P_{c}, P_{m}$.
Ensure: A schedule $H$ for instance $P$ on circuit $Q M$.
Distribute the qstates in $Q$ on the qubits of $Q M$;
$S G_{0} \leftarrow$ set of popSize initial solution graphs;
for $\mathrm{r}=1$ to p do
$S G_{r} \leftarrow G A\left(S G_{r-1}, P-S_{r}, M I X_{r}\right.$, Parameters $) ;$
end for
return The best schedule in $S G_{p}$;
Algorithm 2 : The Decomposition-Based Genetic Algorithm. It builds a schedule to a QCCP instance $P$ iterating on the rounds $1, \ldots, p$ of $P$. In each iteration $r$ it builds schedules for round $r$ compatible with partial solutions of the subproblem $1, \ldots, r-1$.

It takes as input a QCCP instance $P$ having $p$ rounds and a quantum hardware $Q M$, and produces a schedule $H$ for $P$ on $Q M$. The algorithm starts distributing the qstates on the qubits; here we assume that the initial distribution is the same for all candidate solutions. Then the initial solution graphs $S G_{0}$ are calculated. These are trivial solution graphs of the form $g_{\text {init }} \rightarrow g_{\text {end }}$ representing solutions of the fictitious round 0 . The algorithm iterates on the number of rounds, and in each iteration it calls
the genetic algorithm (GA) to extend the solutions from round $r-1$ to round $r$. DBGA returns the best solution graph obtained in the last round.

### 4.5. The genetic algorithm

Algorithm 3 shows the GA proposed to obtain solutions in each round

Require: A set $S G_{r-1}$ of popSize solution graphs for subproblem $1, \ldots, r-1$, the sets of gates $P-S_{r}$ and $M I X_{r}$. The Parameters: popSize, $P_{c}, P_{m}$. The quantum circuit $Q M$.
Ensure: A set $S G_{r}$ of popSize solution graphs for subproblem $1, \ldots, r$.
Initial Population: for each $s g_{r-1} \in S G_{r-1}$ generate an initial chromosome ( $s g_{r-1}, c h 1, c h 2$ ), where $c h 1$ is a random permutation of the gates in $P-S_{r}$ and $c h 2$ is a set of connections in $Q M$, which may be calculated either at random or by some heuristic;
Evaluation: The decoding algorithm is applied to the initial chromosomes to extend the solution graphs $s g_{r-1}$ to the first series of solution graphs $s g_{r}$ in accordance with components $c h 1$ and $c h 2$ in each chromosome;
while not Termination Condition do
Selection: The chromosomes in the population are organized into random pairs;
Recombination: Each pair of chromosomes is mated and the offsprings mutated in accordance with probabilities $P_{c}$ and $P_{m}$ respectively;
Evaluation: The decoding algorithm is applied to the offsprings to extend the solution graphs $s g_{r-1}$ to new solution graphs $s g_{r}$;
Replacement: for each pair of two parents and its two offspring, the two best solutions are selected for the next population;
Diversification: After a number of generations without improvement, some of the chromosomes sharing the same fitness are mutated a number of times;
end while
$S G_{r} \leftarrow$ solution graphs $s g_{r}$ of the popSize chromosomes in the population;
return The set of solution graphs $S G_{r}$;
Algorithm 3 : The Genetic Algorithm. It builds a number of schedules for round $r$ of a QCCP instance $P$ after partial solutions to the subproblem defined by the rounds $1, \ldots, r-1$.
$r$. It starts from a set popSize of solution graphs $S G_{r-1}$ for the subproblem $1, \ldots, r-1$ and produces a set of solution graphs $S G_{r}$ of the same size for the subproblem $1, \ldots, r$. Initially, it builds the initial popSize chromosomes of the form ( $s g_{r-1}, c h 1, c h 2$ ), for each $s g_{r-1}$ in $S G_{r-1}$; taking in principle $c h 1$ as random permutations of the $p$-s gates of round $r$ and $c h 2$ as a sequence of the same length as ch1 of random pairs of connected qubits in $Q M$ (in Section 4.5 .1 we will see a heuristic alternative). The initial chromosomes are evaluated to obtain the first candidate solution graphs $s g_{r}$ for each one. Each chromosome registers its own solution graph $s g_{r}$ along the algorithm's iterations.

Then, GA iterates until the Termination Condition is fulfilled. This condition being that there is no improvement in a given number of consecutive generations. In each iteration, the chromosomes in the population are organized into random pairs, which are then mated and mutated. The resulting offsprings are evaluated (Algorithm 1) to obtain new solution graphs $s g_{r}$. Finally, in the replacement step two chromosomes are selected using tournament between each two parents and their two offspring.

We have observed in some preliminary experiments that sometimes the algorithm tends to converge prematurely. So, we introduced a diversification step in which after a number of consecutive generations without improvement, all but one of the chromosomes with the same fitness value are mutated a number of times in order to reintroduce variety in the population.

Finally, GA returns a set of popSize solution graphs $S G_{r}$ which will be used as input values for the next iteration, if $r<p$, or they represent solutions to the whole problem, if $r=p$.

### 4.5.1. Heuristic initial population

Random generation of initial chromosomes is able to obtain diversity in the genetic material of the population, but it often happens those random chromosomes are so bad that a genetic algorithm can hardly converge to good solutions after a large number of generations. For this reason, it could be better to exploit some heuristic to seed at least some part of the population with individuals representing good solutions. This may help reaching better solutions quickly, at the risk of premature convergence. In any case, heuristic seeding demonstrated to be good in some well-known problems as Travelling Salesman Problem [24], where the Nearest-Neighbour heuristic is exploited, or the Job Shop Scheduling Problem [25], where the authors used variable and value ordering heuristics for some specific types of instances.

We propose to use here a kind of Nearest-Neighbour heuristic to build the ch2 component of the chromosomes. The idea is quite simple: the $p-s$ gates in $c h 1$ are visited from left to right and each gate $p-s\left(q_{i}, q_{j}\right)$ is allocated to one of the closest pair of adjacent qubits $\left(n_{k}, n_{l}\right)$, considering the notion of minimal pair of paths as distance between pairs of qubits; so the candidate destination qubits are of the form

$$
\begin{aligned}
& \left(n_{k}, n_{l}\right)=\operatorname{argmin}\left\{\operatorname { m i n } \left(D\left(n\left(q_{i}\right), n\right)+D\left(n\left(q_{j}\right), n^{\prime}\right)\right.\right. \\
& \left.\left.\quad D\left(n\left(q_{i}\right), n^{\prime}\right)+D\left(n\left(q_{j}\right), n\right)\right),\left(n, n^{\prime}\right) \in E_{p-s}\right\}
\end{aligned}
$$

In case of ties, a continuous edge of the graph is chosen, as the $p-s$ gate takes lower execution time.

It is clear that in general the candidate destination is not unique, in that case one of them is chosen at random. Besides, we may give priority to arcs joining qubits not selected previously to favour parallel execution of gates. In this way, the initialization procedure may obtain a diversity of heuristic ch2 components.

### 4.6. Analysis of $D B G A$

As mentioned, we believe that the key point of DBGA that makes a difference w.r.t. previous methods is that of decomposition. In doing so, DBGA tries a number of solutions for round $r$ that are created from evolved solutions to the subproblem $1, \ldots, r-1$; therefore it has more chance of success when evolving good solutions to the subproblem $1, \ldots, r$ than a greedy heuristic as stochastic rollout, which only tries a solution for round $r$ after each partial solution for the subproblem $1, \ldots, r-1$. On the other hand, as the decomposition approach is a kind of local optimum strategy that reduces the search space, it is different from other strategies as the rollout heuristic proposed in [6] or the genetic algorithm (GA) proposed in [4] that consider the whole problem at once, and so it may lead to suboptimal solutions. We believe that this issue has to be clarified through experimental study. Another point that is worth mentioning is the encoding/decoding schema used in DBGA. The double chain encoding allows a $p$-s gate to be executed on any pair of adjacent qubits disregarding the current positions of its qstates. Clearly, this may lead to really bad solutions if the initial chains ch1 and ch2 are uniformly generated. For this reason, we have proposed a heuristic strategy that tries to locate the $p-s$ gates in the proximity of the current positions of their qstates. Then, from this initial situation, DBGA has the flexibility to move the p-s gates towards more convenient qubits that might be in farther locations.

## 5. Experimental study

In order to analyse the components of the proposed DBGA and to make a comparison with the state of the art, we performed an experimental study trying to follow good practices and recommendations outlined in [26], as for example that of considering multiple independent
runs so that statistical methods can deliver significant conclusions, or that of publishing results in public repositories. Our algorithms were implemented in $\mathrm{C}++$ and the target machine was Intel Core i5-7400 CPU at 3.00 GHz with 16 GB RAM. As the proposed algorithms are stochastic, we performed 10 independent runs per instance in order to obtain statistically significant results. For each run we registered the best solution reached and the time taken. Hence, for each instance we report the average makespan and some dispersion measure, as the standard deviation, or the best and worst of the 10 solutions, as well as the average time taken in one run.

In the next subsection we describe the benchmark instances considered. Then we detail the running parameters of DBGA and analyze the contribution and effectiveness of each of its components. Afterwards, we compare the results from DBGA with those of the best state-of-theart methods, which as far as we know are those reported in [6] and [5]. Finally, we also compare our method with those presented in [21] and [22].

### 5.1. Benchmark set

The experimental study was carried out across the instances proposed in [3], which may be downloaded from the web. ${ }^{5}$ The benchmark consists of instances of several sizes, depending on the number of qubits of the quantum chip considered ( $N \in\{4,8,21,40\}$ (see Fig. 1)). For each chip size, different utilization levels $(u \in\{0.9,1.0\})$ and number of required compilation passes $(p \in\{1,2\})$ are considered. The benchmark includes 50 instances for each combination of $\{N, p, u\}$; each instance is representative of a graph $G$ to be partitioned by the MaxCut procedure. The instances with utilization level $u=0.9$ are built randomly choosing $90 \%$ of the available qstates to allocate over the $N$ qubits of the instance graph $G$, while the instances with $u=1.0$ are built by possibly allocating all the qstates over the $N$ qubits of the graph $G$. In our experimental study we only consider those instances with utilization level $u=1.0$ and required compilation passes $p=2$, as they are the most challenging.

### 5.2. Running parameters

From some preliminary experiments, we propose the following set of parameters for DBGA for all instances: population size of 1000 chromosomes, crossover rate $P_{c}=100 \%$ and mutation rate $P_{m}=5 \%$. The heuristic method described in Section 4.5.1 for initializing the population is applied to all chromosomes.

To establish the remaining parameters, we looked at the experiments performed in [6], where the proposed rollout heuristic was implemented in Matlab and run on Intel i7 processor, 16GB RAM and Windows 7 operating system. In [6], all runs for instances with $N=8$ were limited to a maximum of 60 s , whereas for all remaining instances a maximum time limit of 300 s was imposed. The genetic algorithm proposed in [5] was implemented in Java and given 60, 300 and 600 s for instances of size 8,21 and 40 respectively.

In order to take similar or less time than the above values, the stopping condition for each compilation pass was established to 800 consecutive generations without improving the best solution found so far. Finally, the diversification operator is performed every 10 generations without improvement, considering a maximum of 5 mutations per chromosome.

Although we have to be aware that, as pointed in [26], the time complexity can be influenced by multiple factors, including the hardware in which the experiments are run and the software of the implementation in use, such as the operating system, the programming language and/or the compiler/interpreter. A change in any of these factors could significantly alter the performance estimation of the algorithms under comparison, and so making a totally fair comparison is difficult.

[^3]Table 1
Results of DBGA compared with versions without problem decomposition and/or without the diversification procedure.

| Instance | DBGA no dec. no div. |  |  | DBGA no dec. |  |  | DBGA no div. |  |  | DBGA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Avg. | $\sigma$ | Time | Avg. | $\sigma$ | Time | Avg. | $\sigma$ | Time | Avg. | $\sigma$ | Time |
| $N=8$ Instances |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 37.0 | 0.0 | 3.1 | 37.0 | 0.0 | 3.6 | 37.0 | 0.0 | 4.1 | 37.0 | 0.0 | 4.9 |
| 2 | 34.6 | 0.7 | 3.5 | 35.1 | 1.1 | 3.9 | 34.8 | 0.63 | 4.1 | 34.7 | 1.16 | 5.2 |
| 3 | 32.2 | 0.42 | 3.0 | 32.2 | 0.42 | 3.7 | 32.2 | 0.42 | 4.2 | 32.0 | 0.0 | 5.2 |
| 4 | 33.0 | 0.82 | 3.3 | 33.3 | 0.95 | 3.8 | 33.4 | 0.7 | 4.2 | 32.9 | 0.57 | 5.2 |
| 5 | 28.0 | 0.0 | 3.2 | 28.0 | 0.0 | 4.0 | 29.2 | 0.92 | 4.1 | 28.2 | 0.42 | 5.1 |
| 6 | 33.6 | 0.84 | 3.2 | 34.2 | 1.03 | 3.9 | 34.0 | 0.0 | 4.3 | 34.3 | 0.48 | 5.0 |
| 7 | 30.9 | 0.32 | 3.0 | 30.6 | 0.52 | 3.7 | 31.0 | 0.0 | 4.0 | 30.4 | 0.52 | 5.0 |
| 8 | 33.3 | 0.48 | 3.4 | 33.3 | 0.48 | 4.3 | 34.0 | 0.0 | 4.6 | 33.7 | 0.48 | 5.3 |
| 9 | 35.8 | 0.92 | 3.9 | 36.1 | 0.99 | 4.5 | 36.2 | 1.03 | 4.6 | 35.1 | 0.32 | 5.5 |
| 10 | 35.9 | 0.74 | 4.1 | 35.1 | 0.32 | 4.7 | 34.0 | 0.0 | 4.7 | 35.8 | 1.32 | 5.7 |
| \#best | 5 |  |  | 3 |  |  | 2 |  |  | 5 |  |  |
| $N=21$ Instances |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 56.1 | 4.93 | 37.2 | 53.3 | 2.21 | 40.4 | 48.6 | 2.17 | 37.4 | 47.6 | 1.07 | 53.9 |
| 2 | 51.5 | 2.55 | 31.7 | 52.1 | 2.33 | 33.5 | 50.3 | 1.57 | 34.0 | 48.7 | 1.64 | 43.8 |
| 3 | 53.3 | 2.06 | 42.5 | 50.3 | 3.30 | 47.7 | 46.7 | 1.42 | 38.6 | 46.9 | 1.52 | 48.1 |
| 4 | 48.0 | 3.59 | 34.0 | 45.9 | 2.69 | 35.7 | 48.1 | 2.56 | 37.2 | 47.6 | 1.96 | 54.5 |
| 5 | 56.0 | 3.86 | 32.7 | 56.7 | 3.53 | 39.3 | 52.3 | 2.00 | 38.4 | 50.9 | 2.28 | 56.1 |
| 6 | 50.7 | 2.26 | 32.6 | 50.6 | 2.72 | 34.5 | 49.8 | 2.78 | 36.0 | 51.4 | 1.96 | 41.2 |
| 7 | 61.0 | 2.94 | 34.4 | 61.8 | 5.65 | 36.6 | 55.8 | 2.57 | 39.6 | 55.0 | 3.02 | 47.4 |
| 8 | 52.8 | 4.76 | 35.1 | 48.7 | 2.83 | 38.5 | 47.4 | 0.84 | 36.4 | 47.4 | 1.51 | 45.6 |
| 9 | 57.6 | 2.01 | 31.7 | 54.6 | 2.37 | 36.6 | 52.9 | 2.08 | 36.0 | 53.1 | 2.02 | 44.3 |
| 10 | 63.1 | 4.15 | 37.5 | 59.4 | 3.37 | 40.8 | 54.1 | 2.73 | 40.9 | 55.2 | 2.15 | 47.1 |
| \#best | 0 |  |  | 1 |  |  | 5 |  |  | 5 |  |  |
| $N=40$ Instances |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 84.0 | 4.42 | 122.9 | 73.3 | 7.76 | 146.4 | 68.0 | 4.37 | 127.2 | 62.3 | 3.13 | 151.7 |
| 2 | 96.3 | 4.81 | 151.7 | 90.9 | 6.23 | 203.4 | 80.3 | 6.41 | 148.8 | 72.5 | 2.72 | 177.1 |
| 3 | 100.3 | 7.04 | 157.7 | 84.1 | 9.27 | 158.4 | 78.2 | 6.63 | 152.3 | 70.2 | 3.43 | 170.5 |
| 4 | 106.7 | 10.98 | 184.7 | 95.3 | 6.17 | 177.7 | 86.2 | 8.73 | 146.6 | 75.4 | 6.06 | 198.4 |
| 5 | 100.9 | 8.72 | 149.2 | 88.7 | 6.11 | 172.3 | 81.1 | 3.78 | 143.4 | 72.0 | 5.44 | 183.1 |
| 6 | 110.2 | 8.89 | 136.6 | 96.1 | 10.19 | 166.5 | 90.4 | 6.59 | 147.3 | 78.7 | 5.06 | 189.6 |
| 7 | 100.0 | 8.60 | 153.9 | 91.3 | 10.58 | 155.8 | 80.4 | 7.49 | 140.1 | 70.9 | 4.91 | 172.1 |
| 8 | 88.2 | 3.43 | 146.4 | 78.9 | 8.29 | 152.3 | 76.0 | 4.88 | 124.2 | 65.3 | 3.47 | 151.8 |
| 9 | 99.3 | 7.90 | 162.8 | 83.1 | 9.69 | 179.1 | 77.4 | 5.85 | 139.8 | 67.9 | 2.42 | 178.8 |
| 10 | 102.7 | 6.15 | 136.9 | 86.3 | 8.51 | 154.5 | 84.7 | 4.08 | 131.2 | 75.8 | 6.11 | 188.0 |
| \#best | 0 |  |  | 0 |  |  | 0 |  |  | 10 |  |  |

We mark in bold the lowest average result in each instance.

### 5.3. Analysis of $D B G A$

Before summarizing the full results from the experimental study, we will visualize some results with regards to the contribution of the components of DBGA to its performance. To analyse the performance of the decomposition strategy and the diversification strategy, we have run three variants of DBGA on the first 10 instances in each subset with $u=1.0$ and $p=2$, considering $N=8, N=21$ and $N=40$. In the first variant, the problem is not decomposed into $p$ rounds but it is solved at once, in the second one the diversification phase is removed, and in the third one neither decomposition nor diversification are exploited. In either case, the stopping condition was adjusted in order to obtain similar running times. The results of these experiments are reported in Table 1. In particular, we show the average makespan obtained in the 10 runs, which is arguably the most relevant performance measure in order to compare variants, and also the standard deviation and the average time in seconds taken in one run.

We can see that both the diversification operator and the problem decomposition strategy get DBGA to perform better and better with increasing size of the instances, as the average result generally improves while the standard deviation is comparable or even lower. The fact that decomposing the problem produces better results than solving the problem at once suggests that the difficulty of the whole problem is really high.

Regarding the diversification operator, Fig. 8(a) and (b) show the evolution of two executions of DBGA for the instance no. 4 of the subset characterized by $N=40, u=1.0$ and $p=2$ with and without using this
operation. As we can see, when it is not used, the average and best makespan tend to be quite similar after a number of generations in each round. However, the diversification operator produces clear differences between average and best values, in turn improving the final solution. Notice the large jump in makespan around generation 1600, which is caused by the algorithm switching from the first round to the second.

Figure 8 (c) shows the convergence pattern for the same instance when the whole problem is solved at once, i.e., without decomposition in two steps. In this case, the encoding includes two permutations ch11 and ch12 of p-s gates and two permutations ch21 and ch22 of pairs of destination qubits for the first and second rounds respectively, and the crossover operates on the permutations of each round. We can observe that the algorithm is unable to converge over the first 200 generations, and that finally it reaches a worse solution than the original DBGA.

Finally, Fig. 8(d) shows the convergence pattern with neither diversification nor decomposition. In this case both the convergence pattern and the final solution reached are the worst of the four versions.

### 5.4. Comparison to the state of the art: GA and RH

As pointed, the best results so far on the considered instances are those produced by the genetic algorithm (GA) proposed in [5] and the rollout heuristic (RH) proposed in [6].

Tables 2, 3 and 4 summarize the best, average and worst makespan in 10 runs obtained by GA, RH and DBGA on instances with $N=8, N=21$ and $N=40$ respectively. Besides, we show the average time taken (in seconds) for each algorithm in one run.

Table 2
Detailed results (in makespan) from GA, RH and DBGA on the instances with $N=8$. For GA and DBGA, the values marked in bold are better or at least equal than the values obtained by RH. The time limit for RH and GA is 60 s .

| Inst. | GA |  |  | RH |  |  | DBGA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Worst | Avg. | Best | Worst | Avg. | Best | Worst | Avg. | Time |
| 1 | 35 | 39 | 37.6 | 35 | 35 | 35.0 | 37 | 37 | 37.0 | 5.1 |
| 2 | 33 | 37 | 34.7 | 36 | 36 | 36.0 | 33 | 35 | 34.5 | 5.2 |
| 3 | 32 | 34 | 32.7 | 31 | 31 | 31.0 | 32 | 33 | 32.1 | 5.0 |
| 4 | 32 | 33 | 32.7 | 32 | 34 | 33.8 | 32 | 34 | 33.1 | 5.2 |
| 5 | 27 | 28 | 27.6 | 27 | 27 | 27.0 | 28 | 29 | 28.1 | 5.1 |
| 6 | 33 | 36 | 34.1 | 35 | 35 | 35.0 | 34 | 35 | 34.1 | 5.0 |
| 7 | 31 | 32 | 31.9 | 31 | 31 | 31.0 | 30 | 31 | 30.3 | 5.0 |
| 8 | 32 | 33 | 32.9 | 34 | 34 | 34.0 | 33 | 34 | 33.8 | 5.3 |
| 9 | 37 | 41 | 38.4 | 35 | 35 | 35.0 | 35 | 35 | 35.0 | 5.5 |
| 10 | 37 | 40 | 38.3 | 38 | 38 | 38.0 | 34 | 37 | 34.6 | 5.6 |
| 11 | 36 | 40 | 37.2 | 38 | 38 | 38.0 | 39 | 40 | 39.2 | 5.7 |
| 12 | 36 | 38 | 37.0 | 33 | 33 | 33.0 | 34 | 37 | 34.8 | 5.3 |
| 13 | 30 | 33 | 31.8 | 32 | 32 | 32.0 | 32 | 33 | 32.1 | 5.4 |
| 14 | 31 | 32 | 31.9 | 32 | 32 | 32.0 | 32 | 32 | 32.0 | 4.9 |
| 15 | 33 | 36 | 34.3 | 35 | 36 | 35.5 | 34 | 34 | 34.0 | 5.5 |
| 16 | 31 | 34 | 32.1 | 32 | 32 | 32.0 | 32 | 32 | 32.0 | 4.8 |
| 17 | 36 | 38 | 37.3 | 36 | 36 | 36.0 | 32 | 32 | 32.0 | 5.2 |
| 18 | 29 | 30 | 29.9 | 29 | 30 | 29.2 | 29 | 31 | 30.4 | 5.1 |
| 19 | 31 | 33 | 32.0 | 32 | 32 | 32.0 | 32 | 32 | 32.0 | 5.2 |
| 20 | 31 | 32 | 31.9 | 31 | 32 | 31.1 | 30 | 30 | 30.0 | 5.3 |
| 21 | 25 | 27 | 26.4 | 27 | 27 | 27.0 | 26 | 28 | 27.0 | 5.0 |
| 22 | 44 | 45 | 44.8 | 39 | 39 | 39.0 | 40 | 41 | 40.9 | 5.3 |
| 23 | 36 | 37 | 36.6 | 35 | 37 | 36.0 | 36 | 37 | 36.9 | 5.5 |
| 24 | 33 | 35 | 34.6 | 32 | 32 | 32.0 | 33 | 35 | 33.8 | 5.9 |
| 25 | 37 | 40 | 38.5 | 38 | 39 | 38.3 | 37 | 38 | 37.3 | 5.7 |
| 26 | 26 | 30 | 28.3 | 29 | 29 | 29.0 | 29 | 29 | 29.0 | 5.2 |
| 27 | 35 | 39 | 36.6 | 34 | 34 | 34.0 | 36 | 37 | 36.3 | 5.6 |
| 28 | 30 | 32 | 30.6 | 32 | 32 | 32.0 | 30 | 30 | 30.0 | 5.1 |
| 29 | 37 | 38 | 37.7 | 35 | 37 | 35.1 | 37 | 37 | 37.0 | 5.6 |
| 30 | 32 | 33 | 32.9 | 31 | 32 | 31.2 | 30 | 31 | 30.9 | 5.8 |
| 31 | 33 | 36 | 33.6 | 32 | 32 | 32.0 | 32 | 34 | 32.3 | 5.6 |
| 32 | 35 | 40 | 37.3 | 35 | 37 | 35.9 | 35 | 38 | 35.5 | 5.5 |
| 33 | 41 | 44 | 42.9 | 42 | 42 | 42.0 | 42 | 45 | 43.8 | 5.7 |
| 34 | 34 | 37 | 36.2 | 35 | 35 | 35.0 | 34 | 34 | 34.0 | 5.5 |
| 35 | 34 | 39 | 36.1 | 38 | 38 | 38.0 | 39 | 39 | 39.0 | 5.5 |
| 36 | 27 | 29 | 28.7 | 28 | 29 | 28.2 | 30 | 32 | 31.2 | 5.7 |
| 37 | 34 | 37 | 35.7 | 35 | 35 | 35.0 | 35 | 36 | 35.6 | 5.4 |
| 38 | 28 | 30 | 29.1 | 29 | 30 | 29.9 | 28 | 30 | 28.8 | 5.3 |
| 39 | 29 | 32 | 31.3 | 30 | 30 | 30.0 | 28 | 32 | 30.6 | 5.5 |
| 40 | 44 | 45 | 44.5 | 37 | 38 | 37.1 | 39 | 39 | 39.0 | 5.5 |
| 41 | 33 | 40 | 37.2 | 35 | 35 | 35.0 | 36 | 39 | 36.7 | 5.9 |
| 42 | 31 | 33 | 32.2 | 33 | 34 | 33.1 | 33 | 33 | 33.0 | 5.4 |
| 43 | 33 | 35 | 34.1 | 32 | 34 | 33.1 | 32 | 32 | 32.0 | 5.1 |
| 44 | 39 | 42 | 40.8 | 39 | 41 | 39.9 | 40 | 43 | 42.2 | 6.0 |
| 45 | 36 | 39 | 37.3 | 38 | 38 | 38.0 | 36 | 37 | 36.9 | 5.1 |
| 46 | 32 | 35 | 33.5 | 34 | 34 | 34.0 | 34 | 34 | 34.0 | 5.3 |
| 47 | 41 | 43 | 42.0 | 38 | 39 | 38.8 | 37 | 38 | 37.8 | 5.2 |
| 48 | 32 | 33 | 32.9 | 33 | 33 | 33.0 | 33 | 33 | 33.0 | 5.0 |
| 49 | 37 | 40 | 38.5 | 36 | 37 | 36.1 | 38 | 40 | 38.4 | 5.5 |
| 50 | 31 | 33 | 32.2 | 30 | 32 | 31.3 | 31 | 33 | 31.8 | 5.2 |
| \#bold | 35 |  | 18 |  |  |  | 32 |  | 26 |  |

At a first glance, we can observe that the three methods produce similar makespan values on the instances with $N=8$, and that RH and DBGA are better than GA in the remaining instances. Besides, DBGA seems comparable to RH on the instances with $N=21$.

Regarding the largest instances $(N=40)$, Table 4 shows that DBGA running with the parameters given in Section 5.2 (last columns in the table) produces the best results. In this case, DBGA established new best solutions for 48 out of the 50 instances of the set and reached the best known solution for one more instance. However, given the differences in the implementations (RH is implemented in Matlab and DBGA is implemented in $\mathrm{C}++$ ) the time taken by DBGA may not be comparable to the time limit given to RH. Therefore, to establish a fairer comparison between the methods, we performed new experiments on these instances giving DBGA about $10 \%$ of the time given to RH in [6]. To do that, we reduced the population size to 800 chromosomes and the number
of consecutive generations without improving the best solution to 200. The results of these experiments are reported in the columns labeled "DBGA (less running time)" of Table 4; even though they are slightly worse than before, we can see that they are still better than the results from RH.

We have performed some statistical tests to better analyze the differences between DBGA and RH (as GA clearly obtains overall worse results than those other methods). As we have multiple-problem analysis, we used non-parametric statistical tests, as suggested in [26]. First, we ran a Shapiro-Wilk test to confirm the non-normality of the data. Then we used paired Wilcoxon signed rank tests to compare DBGA and RH on each set of instances, depending on the chip size. In these tests, the level of confidence used was $95 \%$ and the alternative hypothesis was "the difference between DBGA and RH is lower than 0 ". The $p$-value obtained with this test was 0.0000004929 for $N=40$ (when giving DBGA its full

Table 3
Detailed results (in makespan) from GA, RH and DBGA on the instances with $N=21$. For GA and DBGA, the values marked in bold are better or at least equal than the values obtained by RH. The time limit for RH and GA is 300 s .

| Inst. | GA |  |  | RH |  |  | DBGA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Worst | Avg. | Best | Worst | Avg. | Best | Worst | Avg. | Time |
| 1 | 51 | 59 | 55.5 | 49 | 53 | 51.2 | 46 | 50 | 47.6 | 53.9 |
| 2 | 53 | 60 | 56.9 | 50 | 55 | 52.9 | 47 | 52 | 48.7 | 43.8 |
| 3 | 47 | 55 | 50.0 | 42 | 48 | 45.7 | 44 | 49 | 46.9 | 48.1 |
| 4 | 48 | 50 | 49.0 | 44 | 48 | 45.6 | 45 | 51 | 47.6 | 54.5 |
| 5 | 52 | 60 | 56.6 | 52 | 54 | 53.0 | 47 | 54 | 50.9 | 56.1 |
| 6 | 51 | 58 | 53.9 | 50 | 55 | 52.9 | 48 | 54 | 51.4 | 41.2 |
| 7 | 58 | 65 | 61.5 | 55 | 57 | 56.5 | 50 | 60 | 55.0 | 47.4 |
| 8 | 50 | 59 | 54.4 | 49 | 52 | 50.4 | 45 | 51 | 47.4 | 45.6 |
| 9 | 58 | 64 | 60.3 | 54 | 56 | 54.4 | 51 | 56 | 53.1 | 44.3 |
| 10 | 56 | 64 | 59.9 | 54 | 60 | 56.7 | 52 | 60 | 55.2 | 47.1 |
| 11 | 46 | 53 | 49.9 | 47 | 51 | 48.9 | 43 | 51 | 47.1 | 40.5 |
| 12 | 60 | 67 | 62.2 | 56 | 62 | 58.7 | 53 | 57 | 55.1 | 38.9 |
| 13 | 46 | 49 | 47.4 | 43 | 45 | 44.4 | 42 | 50 | 44.0 | 39.7 |
| 14 | 48 | 56 | 52.1 | 46 | 48 | 46.2 | 46 | 57 | 51.4 | 41.9 |
| 15 | 48 | 54 | 50.9 | 46 | 48 | 47.4 | 43 | 46 | 44.3 | 37.3 |
| 16 | 63 | 71 | 66.1 | 57 | 64 | 60.3 | 52 | 58 | 55.2 | 41.3 |
| 17 | 57 | 62 | 59.3 | 50 | 52 | 50.7 | 52 | 56 | 53.3 | 44.3 |
| 18 | 57 | 64 | 58.9 | 54 | 61 | 59.4 | 50 | 55 | 52.4 | 39.0 |
| 19 | 57 | 64 | 61.1 | 56 | 62 | 59.3 | 49 | 57 | 53.1 | 42.3 |
| 20 | 55 | 63 | 59.4 | 50 | 53 | 51.8 | 51 | 58 | 53.3 | 40.3 |
| 21 | 54 | 61 | 58.4 | 51 | 54 | 51.7 | 52 | 58 | 55.0 | 48.7 |
| 22 | 55 | 62 | 58.7 | 54 | 55 | 54.5 | 51 | 57 | 53.5 | 41.6 |
| 23 | 54 | 59 | 56.1 | 48 | 51 | 50.1 | 49 | 56 | 52.3 | 41.1 |
| 24 | 50 | 60 | 56.0 | 50 | 55 | 53.7 | 49 | 57 | 52.9 | 45.2 |
| 25 | 53 | 60 | 56.4 | 50 | 53 | 50.7 | 51 | 59 | 55.7 | 43.7 |
| 26 | 52 | 56 | 54.0 | 46 | 52 | 47.8 | 43 | 50 | 45.9 | 41.4 |
| 27 | 63 | 73 | 67.7 | 61 | 66 | 62.7 | 56 | 68 | 64.3 | 44.2 |
| 28 | 46 | 55 | 51.8 | 47 | 51 | 49.8 | 46 | 57 | 50.1 | 46.6 |
| 29 | 49 | 60 | 54.2 | 47 | 50 | 48.6 | 47 | 55 | 50.0 | 40.2 |
| 30 | 54 | 65 | 57.9 | 53 | 56 | 55.0 | 51 | 57 | 54.2 | 42.3 |
| 31 | 57 | 64 | 60.9 | 52 | 57 | 55.5 | 55 | 61 | 58.4 | 42.8 |
| 32 | 51 | 60 | 54.4 | 52 | 52 | 52.0 | 47 | 50 | 48.4 | 38.8 |
| 33 | 52 | 62 | 56.9 | 52 | 57 | 55.8 | 49 | 56 | 50.7 | 41.0 |
| 34 | 57 | 61 | 58.2 | 51 | 56 | 53.7 | 53 | 56 | 54.2 | 39.2 |
| 35 | 48 | 56 | 52.0 | 45 | 51 | 48.6 | 45 | 52 | 46.9 | 40.5 |
| 36 | 51 | 60 | 56.1 | 49 | 55 | 52.3 | 49 | 58 | 53.2 | 42.6 |
| 37 | 56 | 64 | 59.4 | 51 | 54 | 52.9 | 52 | 56 | 53.0 | 38.3 |
| 38 | 57 | 65 | 61.4 | 53 | 55 | 53.6 | 53 | 57 | 55.8 | 43.0 |
| 39 | 55 | 65 | 60.1 | 50 | 55 | 52.1 | 50 | 64 | 58.0 | 38.4 |
| 40 | 54 | 61 | 57.5 | 48 | 57 | 52.9 | 50 | 55 | 51.9 | 39.2 |
| 41 | 52 | 56 | 54.4 | 49 | 53 | 50.9 | 47 | 49 | 48.6 | 36.3 |
| 42 | 52 | 60 | 55.5 | 50 | 53 | 51.0 | 49 | 54 | 51.5 | 39.8 |
| 43 | 45 | 56 | 52.0 | 47 | 51 | 48.5 | 50 | 54 | 51.5 | 43.3 |
| 44 | 50 | 56 | 53.2 | 47 | 52 | 49.4 | 47 | 50 | 48.9 | 39.0 |
| 45 | 44 | 53 | 48.8 | 40 | 47 | 43.9 | 44 | 49 | 46.3 | 42.1 |
| 46 | 42 | 47 | 45.0 | 42 | 46 | 44.3 | 43 | 48 | 45.2 | 41.6 |
| 47 | 53 | 57 | 54.8 | 52 | 53 | 52.1 | 51 | 55 | 53.8 | 41.8 |
| 48 | 47 | 56 | 51.1 | 43 | 47 | 46.4 | 45 | 53 | 49.1 | 40.7 |
| 49 | 60 | 67 | 62.6 | 54 | 58 | 57.3 | 54 | 62 | 57.4 | 46.3 |
| 50 | 53 | 61 | 56.7 | 53 | 57 | 54.7 | 50 | 56 | 52.7 | 42.7 |
| \#bold | 9 |  | 1 |  |  |  | 35 |  | 26 |  |

running time), or 0.004589 (with reduced run time), showing that there exist statistically significant differences in the average makespan between DBGA and RH, in both short and long runs of DBGA. The $p$-value for $N=21$ instances was 0.242 ( 0.761 if we consider the opposite alternative hypotheses), and so in these intermediate instances there are not statistically significant differences between the results of both methods. Finally, in instances with $N=8$ the $p$-value is 0.9034 ( 0.0988 if we consider the opposite alternative hypotheses), and so in these small instances the differences are again not statistically significant. In conclusion, in large instances DBGA is significantly better than the previous state-of-the-art methods, whereas in small and intermediate instances it is not worse. Moreover, we argue that the results in larger instances are more relevant, as the size of the future quantum hardware will be progressively larger.

The detailed schedules of the best solutions found by DBGA for all instances considered in this experimental study are openly available on the web ${ }^{6}$

As an example, Fig. 9 shows the Gantt chart of the best schedule obtained by DBGA to the instance no. 2 of the subset characterized by $N=8, u=1.0$ and $p=2$. This schedule has a makespan of 33 , which is lower than the makespan of 36 reported in [6] for the same instance.

Regarding all previous experiments, it can be argued that the obtained makespans are not realistic, as typically a $p-s$ gate requires at least 2 native gates and swap requires at least 3 native gates, whereas in previous experiments we assumed $\tau_{s w a p}=2$ and $\tau_{p-s}=3$ or 4 . For this

[^4]Table 4
Detailed results (in makespan) from GA, RH and DBGA on the instances with $N=40$. For GA and DBGA, the values marked in bold are better or at least equal than the values obtained by RH. The time limit for RH is 300 s and for GA is 600 s .

| Inst. | GA |  |  | RH |  |  | DBGA (less running time) |  |  |  | DBGA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Worst | Avg. | Best | Worst | Avg. | Best | Worst | Avg. | Time | Best | Worst | Avg. | Time |
| 1 | 77 | 87 | 81.4 | 65 | 70 | 69.3 | 61 | 69 | 64.7 | 31.3 | 58 | 68 | 62.3 | 151.7 |
| 2 | 92 | 107 | 98.0 | 74 | 77 | 75.9 | 67 | 78 | 73.2 | 35.6 | 69 | 77 | 72.5 | 177.1 |
| 3 | 83 | 98 | 89.2 | 71 | 77 | 74.5 | 68 | 84 | 74.5 | 32.7 | 65 | 75 | 70.2 | 170.5 |
| 4 | 87 | 104 | 93.9 | 74 | 82 | 77.3 | 71 | 97 | 80.3 | 42.0 | 68 | 86 | 75.4 | 198.4 |
| 5 | 84 | 99 | 93.6 | 78 | 78 | 78.0 | 67 | 89 | 77.9 | 37.1 | 66 | 82 | 72.0 | 183.1 |
| 6 | 87 | 103 | 96.3 | 81 | 83 | 82.1 | 76 | 89 | 81.5 | 37.8 | 72 | 86 | 78.7 | 189.6 |
| 7 | 86 | 98 | 93.4 | 79 | 83 | 80.8 | 63 | 84 | 73.7 | 33.8 | 63 | 80 | 70.9 | 172.1 |
| 8 | 74 | 90 | 83.0 | 68 | 77 | 73.7 | 63 | 80 | 70.3 | 30.3 | 61 | 73 | 65.3 | 151.8 |
| 9 | 77 | 95 | 89.5 | 66 | 67 | 66.9 | 67 | 81 | 73.9 | 34.7 | 64 | 72 | 67.9 | 178.8 |
| 10 | 88 | 101 | 95.8 | 80 | 80 | 80.0 | 69 | 88 | 79.4 | 36.4 | 69 | 86 | 75.8 | 188.0 |
| 11 | 80 | 99 | 84.5 | 68 | 72 | 70.5 | 64 | 79 | 70.9 | 34.5 | 67 | 81 | 72.7 | 155.7 |
| 12 | 85 | 98 | 90.9 | 74 | 77 | 75.6 | 70 | 81 | 75.9 | 34.6 | 70 | 89 | 78.3 | 162.7 |
| 13 | 75 | 88 | 81.3 | 62 | 65 | 64.5 | 65 | 72 | 67.1 | 29.9 | 59 | 74 | 65.5 | 131.9 |
| 14 | 89 | 98 | 93.1 | 74 | 84 | 78.9 | 72 | 86 | 78.9 | 32.4 | 68 | 79 | 73.7 | 139.0 |
| 15 | 84 | 96 | 89.3 | 78 | 78 | 78.0 | 69 | 84 | 75.4 | 31.2 | 67 | 75 | 72.0 | 165.7 |
| 16 | 82 | 94 | 87.4 | 77 | 78 | 77.9 | 68 | 81 | 74.6 | 35.6 | 65 | 84 | 72.5 | 164.1 |
| 17 | 87 | 96 | 91.5 | 78 | 78 | 78.0 | 67 | 79 | 72.1 | 34.2 | 67 | 82 | 73.3 | 151.8 |
| 18 | 90 | 108 | 99.3 | 79 | 82 | 80.4 | 73 | 92 | 81.6 | 32.7 | 72 | 84 | 78.5 | 155.2 |
| 19 | 70 | 85 | 81.2 | 70 | 71 | 70.9 | 62 | 73 | 66.3 | 31.6 | 61 | 70 | 65.1 | 130.8 |
| 20 | 87 | 105 | 97.9 | 78 | 85 | 81.5 | 68 | 104 | 83.2 | 38.0 | 73 | 93 | 82.0 | 197.7 |
| 21 | 79 | 97 | 86.9 | 77 | 81 | 79.9 | 69 | 86 | 76.6 | 37.2 | 68 | 81 | 73.8 | 172.4 |
| 22 | 79 | 98 | 90.0 | 76 | 81 | 78.3 | 64 | 85 | 75.1 | 35.2 | 67 | 80 | 74.6 | 160.1 |
| 23 | 74 | 86 | 79.8 | 63 | 67 | 65.0 | 66 | 79 | 74.5 | 34.8 | 66 | 82 | 72.3 | 156.1 |
| 24 | 83 | 92 | 88.1 | 80 | 80 | 80.0 | 61 | 71 | 66.6 | 31.6 | 63 | 73 | 67.0 | 157.0 |
| 25 | 75 | 95 | 86.5 | 71 | 75 | 74.7 | 71 | 86 | 76.5 | 33.6 | 64 | 76 | 71.6 | 146.0 |
| 26 | 90 | 100 | 94.3 | 81 | 84 | 82.1 | 67 | 79 | 72.4 | 31.3 | 63 | 78 | 69.6 | 167.8 |
| 27 | 89 | 100 | 93.0 | 81 | 81 | 81.0 | 72 | 90 | 79.7 | 30.5 | 72 | 86 | 75.8 | 134.1 |
| 28 | 93 | 105 | 100.3 | 88 | 88 | 88.0 | 68 | 86 | 76.2 | 36.4 | 70 | 83 | 76.5 | 165.0 |
| 29 | 74 | 91 | 84.0 | 77 | 77 | 77.0 | 62 | 71 | 66.8 | 30.1 | 64 | 72 | 66.9 | 137.2 |
| 30 | 79 | 92 | 85.1 | 72 | 75 | 73.4 | 64 | 77 | 70.6 | 31.6 | 60 | 73 | 67.3 | 141.3 |
| 31 | 81 | 98 | 92.0 | 69 | 74 | 71.7 | 71 | 85 | 75.2 | 37.2 | 66 | 80 | 72.7 | 149.3 |
| 32 | 66 | 78 | 73.9 | 62 | 68 | 65.5 | 56 | 64 | 60.7 | 28.9 | 53 | 62 | 58.4 | 132.1 |
| 33 | 84 | 92 | 89.8 | 73 | 75 | 73.8 | 64 | 73 | 68.4 | 29.5 | 60 | 75 | 65.6 | 137.5 |
| 34 | 79 | 93 | 86.1 | 73 | 75 | 70.8 | 66 | 82 | 74.6 | 35.6 | 60 | 75 | 68.2 | 147.4 |
| 35 | 75 | 90 | 85.5 | 70 | 74 | 71.3 | 66 | 81 | 72.5 | 28.9 | 63 | 77 | 70.9 | 149.1 |
| 36 | 95 | 107 | 101.0 | 80 | 88 | 86.5 | 74 | 83 | 79.4 | 33.8 | 73 | 83 | 76.7 | 162.6 |
| 37 | 82 | 96 | 89.8 | 73 | 77 | 74.7 | 69 | 86 | 77.3 | 36.5 | 70 | 79 | 75.5 | 152.8 |
| 38 | 72 | 88 | 83.8 | 72 | 77 | 73.9 | 65 | 71 | 67.9 | 29.6 | 62 | 72 | 66.5 | 142.7 |
| 39 | 82 | 103 | 93.8 | 82 | 82 | 82.0 | 69 | 79 | 73.4 | 34.0 | 66 | 81 | 74.9 | 158.4 |
| 40 | 79 | 92 | 87.1 | 69 | 76 | 72.6 | 67 | 80 | 73 | 31.2 | 64 | 81 | 71.7 | 152.4 |
| 41 | 98 | 105 | 101.5 | 76 | 76 | 76.0 | 75 | 91 | 82 | 30.8 | 68 | 84 | 74.8 | 138.0 |
| 42 | 81 | 91 | 85.9 | 65 | 68 | 67.1 | 66 | 74 | 69.4 | 33.6 | 61 | 83 | 70.9 | 154.5 |
| 43 | 81 | 96 | 89.1 | 72 | 75 | 73.6 | 63 | 76 | 70.5 | 31.4 | 63 | 77 | 68.1 | 142.1 |
| 44 | 78 | 97 | 90.3 | 68 | 82 | 76.0 | 65 | 85 | 75.9 | 32.1 | 65 | 82 | 75.6 | 166.3 |
| 45 | 89 | 101 | 95.9 | 69 | 81 | 73.4 | 72 | 84 | 77.6 | 31.1 | 69 | 85 | 75.4 | 153.6 |
| 46 | 91 | 99 | 95.1 | 78 | 78 | 78.0 | 68 | 82 | 73.6 | 32.5 | 65 | 75 | 70.0 | 154.3 |
| 47 | 89 | 105 | 99.2 | 78 | 82 | 78.3 | 76 | 83 | 78.5 | 31.4 | 69 | 79 | 74.1 | 147.8 |
| 48 | 69 | 91 | 83.9 | 75 | 77 | 76.5 | 66 | 82 | 72.1 | 34.1 | 63 | 75 | 69.6 | 149.5 |
| 49 | 89 | 101 | 93.3 | 73 | 83 | 80.1 | 70 | 88 | 76.9 | 30.0 | 71 | 88 | 77.5 | 145.2 |
| 50 | 78 | 95 | 87.6 | 74 | 85 | 76.1 | 66 | 78 | 70 | 31.9 | 64 | 79 | 69.3 | 142.0 |
| \#bold | 5 |  | 0 |  |  |  | 44 |  | 32 |  | 49 |  | 40 |  |

reason, we have redone the experiments with DBGA using $\tau_{\text {swap }}=3$ in order to see the differences in makespan. Table 5 shows the obtained makespans, and we do not show the computational times for clarity, as they are similar to those reported in Tables 2, 3 and 4 . As expected, the best makespan reached is worse in 149 of 150 instances (being the same in the other instance). It is also remarkable that the best makespan obtained is in average $10.6 \%$ worse in $N=8$ instances, $17.7 \%$ worse in $N=21$ instances, and $23.7 \%$ worse in $N=40$ instances. This makes sense, as bigger quantum architectures usually require more swaps, as qstates travel longer distances, and so increasing $\tau_{\text {swap }}$ from 2 to 3 produces the most difference.

### 5.5. Comparison to the state of the art: CFH

In this section we compare the performance of the proposed DBGA algorithm with the performance obtained by several configurations of
the methods proposed in [21] and [22], denoted CFH (Compilation Flow Heuristics) in the following. Table 6 shows the results obtained by using three different sets of 5 adapted instances (a total of 15 instances) taken respectively from the three benchmark sets introduced in Section 3 and characterized by the values $N=8,21,40, u=1.0$, and $p=2$. It should be noted that, as opposed to our approach which is based on an abstract representation of the quantum gates (whose durations are generic and not related to any particular quantum architecture), the approach used in $[21,22]$ is built on top of the Qiskit ${ }^{7}$ framework and therefore follows a specific gate model in which the used gates ( $p-s$, swap, and $m i x$ ) are expressed in terms of sequences of native gates made available by the Qiskit backend simulator, where each native gate has a conventional unit time duration. In particular, all p-s and swap gates are ex-

[^5]Table 5
Detailed results (in makespan) of DBGA when using $\tau_{\text {swap }}=3$ instead of $\tau_{\text {swap }}=2$.

| Inst. | $N=8$ Instances |  |  | $N=21$ Instances |  |  | $N=40$ Instances |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Best | Worst | Avg. | Best | Worst | Avg. | Best | Worst | Avg. |
| 1 | 39 | 39 | 39.0 | 53 | 60 | 56.1 | 74 | 85 | 79.7 |
| 2 | 37 | 39 | 38.0 | 52 | 62 | 57.0 | 83 | 94 | 88.8 |
| 3 | 36 | 37 | 36.7 | 51 | 60 | 56.3 | 83 | 101 | 91.3 |
| 4 | 35 | 36 | 35.5 | 55 | 61 | 57.3 | 87 | 115 | 99.6 |
| 5 | 33 | 33 | 33.0 | 59 | 68 | 62.5 | 81 | 99 | 88.4 |
| 6 | 38 | 38 | 38.0 | 55 | 61 | 57.9 | 87 | 107 | 99.6 |
| 7 | 33 | 33 | 33.0 | 61 | 71 | 65.6 | 85 | 107 | 94.8 |
| 8 | 37 | 37 | 37.0 | 55 | 61 | 57.1 | 79 | 92 | 84.3 |
| 9 | 41 | 41 | 41.0 | 58 | 68 | 62.9 | 78 | 108 | 89.9 |
| 10 | 37 | 37 | 37.0 | 60 | 68 | 63.7 | 86 | 111 | 98.0 |
| 11 | 44 | 45 | 44.5 | 51 | 57 | 55.1 | 76 | 102 | 85.4 |
| 12 | 39 | 40 | 39.9 | 61 | 68 | 64.1 | 87 | 109 | 94.0 |
| 13 | 36 | 37 | 36.4 | 50 | 54 | 51.1 | 72 | 90 | 78.1 |
| 14 | 36 | 37 | 36.2 | 55 | 69 | 59.9 | 85 | 99 | 92.0 |
| 15 | 36 | 36 | 36.0 | 50 | 53 | 51.4 | 82 | 97 | 89.0 |
| 16 | 36 | 36 | 36.0 | 63 | 68 | 65.9 | 82 | 99 | 90.8 |
| 17 | 33 | 33 | 33.0 | 60 | 62 | 60.8 | 78 | 108 | 89.1 |
| 18 | 33 | 34 | 33.8 | 58 | 67 | 61.5 | 85 | 98 | 92.3 |
| 19 | 35 | 36 | 35.1 | 59 | 73 | 65.4 | 70 | 92 | 77.4 |
| 20 | 32 | 33 | 32.2 | 58 | 67 | 62.8 | 90 | 111 | 100.4 |
| 21 | 30 | 30 | 30.0 | 55 | 69 | 63.3 | 81 | 102 | 91.5 |
| 22 | 46 | 47 | 46.8 | 61 | 65 | 62.9 | 83 | 92 | 87.8 |
| 23 | 40 | 43 | 40.3 | 59 | 64 | 62.0 | 86 | 96 | 91.3 |
| 24 | 34 | 37 | 34.9 | 57 | 66 | 61.2 | 74 | 89 | 80.3 |
| 25 | 39 | 41 | 40.2 | 60 | 67 | 64.0 | 76 | 99 | 89.0 |
| 26 | 31 | 31 | 31.0 | 53 | 60 | 56.0 | 79 | 89 | 85.5 |
| 27 | 38 | 39 | 38.6 | 72 | 80 | 74.8 | 85 | 94 | 89.5 |
| 28 | 32 | 32 | 32.0 | 56 | 63 | 58.2 | 90 | 102 | 94.7 |
| 29 | 37 | 39 | 37.2 | 55 | 62 | 59.1 | 72 | 90 | 81.3 |
| 30 | 33 | 35 | 34.2 | 57 | 68 | 63.5 | 79 | 89 | 83.0 |
| 31 | 34 | 37 | 35.2 | 62 | 72 | 68.6 | 87 | 107 | 94.5 |
| 32 | 40 | 43 | 40.5 | 55 | 61 | 57.7 | 68 | 83 | 72.9 |
| 33 | 45 | 47 | 46.5 | 54 | 67 | 59.4 | 77 | 92 | 83.6 |
| 34 | 39 | 40 | 39.3 | 62 | 66 | 64.1 | 84 | 94 | 89.2 |
| 35 | 42 | 42 | 42.0 | 52 | 60 | 56.5 | 78 | 96 | 85.3 |
| 36 | 34 | 35 | 34.7 | 59 | 68 | 63.6 | 90 | 106 | 97.2 |
| 37 | 39 | 39 | 39.0 | 60 | 65 | 62.0 | 83 | 97 | 90.8 |
| 38 | 32 | 33 | 32.5 | 61 | 68 | 64.6 | 78 | 94 | 81.9 |
| 39 | 32 | 37 | 33.7 | 62 | 74 | 69.1 | 86 | 95 | 90.1 |
| 40 | 44 | 45 | 44.9 | 59 | 65 | 60.0 | 81 | 96 | 88.5 |
| 41 | 39 | 43 | 40.8 | 53 | 57 | 54.2 | 83 | 102 | 91.8 |
| 42 | 37 | 37 | 37.0 | 56 | 63 | 59.4 | 76 | 90 | 82.3 |
| 43 | 37 | 37 | 37.0 | 59 | 65 | 60.9 | 76 | 103 | 86.9 |
| 44 | 43 | 44 | 43.9 | 58 | 60 | 58.5 | 82 | 101 | 91.2 |
| 45 | 39 | 40 | 39.2 | 51 | 56 | 52.9 | 82 | 102 | 92.7 |
| 46 | 40 | 40 | 40.0 | 49 | 56 | 52.7 | 77 | 94 | 87.3 |
| 47 | 41 | 41 | 41.0 | 61 | 66 | 63.2 | 84 | 102 | 91.7 |
| 48 | 37 | 37 | 37.0 | 53 | 60 | 56.2 | 79 | 100 | 87.7 |
| 49 | 42 | 43 | 42.9 | 68 | 79 | 72.2 | 85 | 110 | 93.1 |
| 50 | 35 | 37 | 35.3 | 61 | 65 | 62.3 | 77 | 88 | 83.6 |

pressed in terms of 3 native gates (and hence their duration is equal to 3 ), while all mix gates are expressed in terms of one native gate. Therefore, in order to allow for a fair comparison with CFH (the code is available at https://github.com/mahabubul-alam/QAOA-Compiler), we had to make some modifications to the instances used for the comparison, adapting the gate durations used in our model to the ones used in Qiskit and described above. By allowing for the previous modifications on our side, the value of the circuit's depth coincides with the circuit's makespan, and the obtained results can be fairly compared.

Moreover, given that our approach does not entail any initial mapping decision process during the compilation (i.e., the $i$-th qstate is supposed to rest on the $i$-th qubit at the beginning) we decided to introduce an additional initial mapping option in the CFH's code that allows for the same initial conditions. We called this new option dummy initialization. Table 6 compares DBGA with the six different solving strategies proposed in [21,22]. In particular, we consider two different initial
mapping methods: (i) dummy, which sets each qubit $i=1 \ldots N$ to the corresponding qstate $i$, and (ii) QAIM, which applies an heuristic procedure described in [22]. All benchmark instances have been solved using the following solving strategies: IP, IC and IterC.

In order to make the two solving approaches comparable with regard the CPU time, we have considered the most CPU intensive solving configuration, that is the solving method IterC and QAIM as initial mapping, and we have empirically determined the following minimal integer upper bounds in the CPU time: 2 s for $N=8$ instances, 5 s for $N=21$ instances and 20 s for $N=40$ instances. To achieve similar CPU times, we set the population size of DBGA to 400 chromosomes and the stopping condition at 200 generations (for each compilation pass) without improving the best solution found so far. The results with this configuration are shown in columns "DBGA (less running time)". Additionally, results with the standard set of parameters described in Section 5.2 take longer computational time and are shown in columns "DBGA".

(b) DBGA without the diversification operator.

(c) DBGA without decomposing the problem in two rounds.

(d) DBGA without the diversification operator and without decomposing the problem in two rounds.

Fig. 8. Convergence graphs of different versions of the genetic algorithm.

Require: A QCCP problem instance $P$ with $p$ rounds. The quantum hardware $Q M$. A chromosome ( $s g_{r-1}, c h 1, c h 2$ ). $s g_{r-1}$ is a solution graph for the subproblem $1, \ldots, r-1, c h 1$ is a permutation of the $p-s$ gates in round $r$. ch2 is a chain of connections in $Q M$ of the same length as $c h 1$.
Ensure: A solution graph $s g_{r}$ for subproblem $1, \ldots, r$ on circuit $Q M$
$s g_{r} \leftarrow s g_{r-1}$
for each $p-s\left(q_{i}, q_{j}\right)$ in $c h 1$ (and $\left\{n_{k}, n_{l}\right\}$ in ch2) from left to right do
Let path $h_{i} \leftarrow n\left(q_{i}\right) \rightsquigarrow d\left(q_{i}\right)$ and path $h_{j} \leftarrow n\left(q_{j}\right) \rightsquigarrow d\left(q_{j}\right)$ be a pair of minimal paths from $\left\{n\left(q_{i}\right), n\left(q_{j}\right)\right\}$ to $\left\{n_{k}, n_{l}\right\}$ in $Q M$;
while $\left\{n\left(q_{i}\right) \neq d\left(q_{i}\right)\right\}$ or $\left\{n\left(q_{j}\right) \neq d\left(q_{j}\right)\right\}$ do
$\left(n, n^{\prime}\right) \leftarrow\left(n\left(q_{i}\right), \operatorname{succ}\left(n\left(q_{i}\right)\right)\right.$ or $\left(n\left(q_{j}\right), \operatorname{succ}\left(n\left(q_{j}\right)\right)\right.$ if possible such
that $\left\{n, n^{\prime}\right\} \neq\left\{n\left(q_{i}\right), n\left(q_{j}\right)\right\}$;
if $\left\{n, n^{\prime}\right\} \neq\left\{n\left(q_{i}\right), n\left(q_{j}\right)\right\}$ then
insert a swap gate on qubits $\left\{n, n^{\prime}\right\}$ and update $s_{r}$;
$n \leftarrow n^{\prime}$; // advance in path $h_{1}$ or in path ${ }_{2}$

## else

swap in path ${ }_{1}$ and path $h_{2}$ the subpaths from the current qubits $n$ and $n^{\prime}$ to their destination qubits, so that the new paths become $n, n^{\prime} \rightsquigarrow n_{b}$ and $n^{\prime} \rightsquigarrow n_{a}$ if the old paths were $n, n^{\prime} \rightsquigarrow n_{a}$ and $n^{\prime} \rightsquigarrow n_{b}$ respectively;

## end if

## end while

insert a $p$-s gate on qubits $\left\{n_{k}, n_{l}\right\}$ (where qstates $\left\{q_{i}, q_{j}\right\}$ are now hold) and update $s_{r} g_{r}$;
end for
insert a mix gate on each qubit holding a qstate;
return The solution graph $s g_{r}$;
Algorithm 1 : Decoding algorithm. Given a chromosome in round $r$, it produces a solution graph for the subproblem defined by rounds $1, \ldots, r$. $\operatorname{succ}\left(n\left(q_{k}\right)\right)$ denotes the successor of qubit $n\left(q_{k}\right)$ in $\operatorname{path}_{k}$.

Inspecting Table 6, we observe that within the imposed CPU times, the makespans ${ }^{8}$ produced by the DBGA algorithm are always better than those obtained by CFH (even those of the "less running time" configuration); the greater the size of the benchmark sets, the larger the improvement obtained by DBGA. In our opinion the main reasons for the DGBA advantage are the following: (i) all the solving strategies proposed in [21] and [22] are heuristic single-pass strategies, whereas DBGA adopts a single-pass strategy at decoding level and uses a genetic-based optimization strategy (described in Fig. 4) to effectively explore the search space and find better quality solutions; (ii) the methodology proposed in $[21,22]$ follows a loosely coupled approach, in which the p-s gate scheduling (in terms of assignment to the different layers) and the swap gate synthesis and insertion are performed in two different and separate steps, whereas in other approaches proposed in the literature (e.g., [4,5]) the previous two solving phases are inherently interleaved (and hence, one can take advantage of the decisions made by the other at all times during the solving process).

Last but not least, an element that may significantly affect the duration of the compiled circuit is the number of swap gates. We have observed the best solutions obtained by CFH (in terms of number of swap gates), compared with our DBGA solutions (considering the "less run-

[^6]Table 6
Results of DBGA compared with those obtained by several configurations of the CFH proposed in [21] and [22].

| Instance | CFH + Dummy |  |  | CFH + QAIM |  |  | DBGA (less running time) |  |  |  | DBGA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IP | IC | IterC | IP | IC | IterC | Best | Worst | Avg. | Time | Best | Worst | Avg. | Time |
| $N=8$ Instances |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 51 | 44 | 41 | 62 | 47 | 53 | 32 | 32 | 32.0 | 0.5 | 32 | 32 | 32.0 | 4.7 |
| 2 | 61 | 41 | 54 | 62 | 44 | 50 | 32 | 35 | 34.1 | 0.6 | 32 | 35 | 32.6 | 5.5 |
| 3 | 43 | 38 | 42 | 52 | 56 | 42 | 32 | 32 | 32.0 | 0.5 | 32 | 32 | 32.0 | 5.2 |
| 4 | 76 | 50 | 54 | 67 | 47 | 55 | 38 | 38 | 38.0 | 0.6 | 38 | 38 | 38.0 | 5.4 |
| 5 | 53 | 32 | 42 | 49 | 38 | 33 | 29 | 32 | 30.7 | 0.6 | 29 | 31 | 29.2 | 5.2 |
| $N=21$ Instances |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 126 | 152 | 112 | 143 | 125 | 101 | 53 | 59 | 55.4 | 3.0 | 50 | 59 | 54.0 | 22.5 |
| 2 | 128 | 152 | 102 | 123 | 149 | 113 | 53 | 59 | 54.5 | 3.2 | 53 | 56 | 53.3 | 20.4 |
| 3 | 138 | 107 | 105 | 103 | 125 | 103 | 56 | 74 | 60.5 | 3.8 | 50 | 62 | 56.7 | 27.1 |
| 4 | 108 | 119 | 110 | 116 | 116 | 110 | 53 | 62 | 57.3 | 3.1 | 53 | 56 | 54.2 | 23.9 |
| 5 | 120 | 104 | 100 | 157 | 128 | 101 | 50 | 62 | 55.9 | 3.0 | 50 | 59 | 54.8 | 21.4 |
| $N=40$ Instances |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 184 | 152 | 140 | 209 | 149 | 159 | 65 | 86 | 77.4 | 12.6 | 62 | 83 | 73.2 | 71.4 |
| 2 | 227 | 185 | 171 | 214 | 176 | 186 | 83 | 110 | 95.8 | 15.9 | 76 | 91 | 83.5 | 94.1 |
| 3 | 182 | 164 | 178 | 219 | 188 | 163 | 77 | 94 | 88.9 | 15.1 | 74 | 85 | 80.3 | 80.6 |
| 4 | 218 | 194 | 193 | 195 | 125 | 180 | 83 | 107 | 92.9 | 17.4 | 76 | 101 | 86.7 | 92.1 |
| 5 | 226 | 221 | 186 | 219 | 200 | 187 | 91 | 119 | 98.4 | 14.9 | 77 | 92 | 85.3 | 83.6 |

We mark in bold the best result in each instance.


Fig. 9. Gantt representation of the best solution to the instance no. 2 of the subset characterized by $N=8, u=1.0$ and $p=2$.
ning time" configuration). As an example, the values for the five $N=40$ instances are as follows:

- Instance 1: 191 Vs. 110 ( $+73.6 \%$ )
- Instance 2: 223 Vs. 155 ( $+43.8 \%$ )
- Instance 3: 205 Vs. 165 ( $+24.2 \%$ )
- Instance 4: 181 Vs. 174 ( $+4.0 \%$ )
- Instance 5: 223 Vs. 174 ( $+28.1 \%$ )

From the previous values it is possible to conjecture that one of the reasons that explain the good results obtained with DBGA is the relatively lower number of swap gates compared with solutions from CFH.

## 6. Conclusions and future work

We have seen that Constraint Optimization is a suitable framework to formulate the Quantum Circuit Compilation Problem (QCCP); this problem may be naturally defined as a scheduling problem where qstates represent resources and gates are operations that require the exclusive use of one or more qstates to be performed. We focused in the class of Quantum Approximate Optimization Algorithms (QAOA), in which the same set of quantum gates must be applied for a number of rounds. This feature allowed us to develop a Decomposition Based Genetic Algorithms (DBGA) that proved to be quite competitive with the state of the art. To do that, we had to devise a suitable encoding/decoding mechanism, which was not an easy task. Due to the extreme difficulty of the problem, a coding scheme that may represent any problem solution becomes impractical. So, we opted by a simplified encoding that fixes the qubits
where the qstates of a (binary) gate must be for the gate to be executed. This raised the issue of how to move two qstates from a pair of qubits to another pair of destination qubits. This may be done in many ways and we opted here to design an algorithm that minimizes the moves, i.e., the number of swap gates required, which may not be a globally optimal strategy. In spite of that, the proposed encoding/decoding schema proved to be really good. This is justified by the fact that it was able to outperform some of the best methods in the state of the art.

In our opinion, the key point of the proposed DBGA is that it exploits the fact that the QAOA is composed by a sequence of rounds, in each of which the same set of gates must be scheduled. Therefore, the algorithm iterates on the number of rounds and, in each one, it searches for a schedule of the gates in the current round. Of course, this is a local optimal strategy that do not necessarily converge to a global optimum. However it empirically showed to be very efficient, and it is expected that it will scale up better in the number of rounds than other strategies dealing with the whole problem at once.

This work leaves open some lines for future research. For example, more expressive coding schemas and new decoding algorithms and genetic operators could help to better explore the search space. Besides, devising neighbourhood structures to improve the solutions built by the decoding algorithm could help to reach new and hopefully better solutions that are not reachable with the current enconding/decoding schema. These structures may then be exploited in Local Search (LS) algorithms that may in turn be combined with the GA into a Memetic Algorithm [27-29]. Memetic Algorithms demonstrated to be good in solving a variety of extremely hard combinatorial problems as, for ex-
ample, the travelling salesman problem [30], or a number of scheduling problems [31-35], and so they are expected to be efficient in solving the QCCP as well.

It will be also interesting to consider the application of QAOA to problems other than MaxCut, as for example to the Graph Coloring Problem, which was already considered in [36].

However, the most interesting line for future work is probably to consider the mentioned extensions of the problem, initially proposed in [8], and also considered in [5]. These extensions are: 1) variable initialization of qstates (QCCP-I) and 2) crosstalk constraints (QCCP-X). The variable initialization of qstates makes the problem harder to solve, as the initial positions of qubits would be additional decision variables. On the other hand, the crosstalk constraint forbids the concurrent execution of two gates on neighbouring qubits. The motivation is to avoid possible interferences that may be produced between qubits and so to devise more robust solutions.

Finally, it is worth to remark that quantum computing technologies are quickly evolving, and so an essential line of future work is to adapt the solving methods to the newly developed hardware architectures and emerging technologies.
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## Appendix A. Quantum approximate optimization algorithm

QAOA as proposed in [7] leverages quantum-gate based computing to solve combinatorial optimization problems expressed as:
maximize: $\sum_{\alpha=1}^{m} C_{\alpha}(\mathbf{z})$
where $C_{\alpha}(\mathbf{z})$ are clauses on a vector of decision binary variables $\mathbf{z}=$ $\left(z_{1}, \ldots, z_{n}\right)$. So, the goal is to find the assignment of $z_{i} \in\{0,1\}, 1 \leq i \leq n$, that maximizes the number of clauses that are satisfied.

To apply QAOA to solve this problem, the user has to translate the clauses $C_{\alpha}(z)$ into equivalent quantum Hamiltonians $\mathbf{C}_{\boldsymbol{\alpha}}$, by promoting each variable $z_{i}$ to a quantum spin, i.e., a qubit, and then select a number of rounds $p$ and two angles $0 \leq \beta \leq \pi$ and $0 \leq \gamma \leq 2 \pi$ for each round. Then, starting from the $n$ qubits in a qstate

the following problem Hamiltonian
$H_{C}=\sum_{\alpha=1}^{m} \mathbf{C}_{\boldsymbol{\alpha}}$
and the mixing Hamiltonian
$H_{B}=\sum_{j=1}^{n} \mathbf{X}_{\mathbf{j}}$
where
$\mathbf{X}_{\mathbf{j}}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$
is the standard Pauli matrix $\mathbf{X}$, are applied alternatively over the $p$ rounds to generate the final state
$\left|\psi_{p}(\vec{\gamma}, \vec{\beta})\right\rangle=\prod_{r=1}^{p} e^{-i \beta_{r} H_{B}} e^{-i \gamma_{r} H_{C}}|+\rangle^{\otimes n}$
where
$e^{-i \beta_{r} H_{B}}=\prod_{j=1}^{n} e^{-i \beta_{r} \mathbf{X}_{\mathbf{j}}}$
and
$e^{-i \gamma_{r} H_{C}}=\prod_{\alpha=1}^{m} e^{-i \gamma_{r} \mathbf{C}_{\boldsymbol{\alpha}}}$
This state is measured to obtain an approximate solution to the problem defined in Eq. (A.1), whose expectation value is given by
$\left\langle\psi_{p}(\vec{\gamma}, \vec{\beta})\right| H_{C}\left|\psi_{p}(\vec{\gamma}, \vec{\beta})\right\rangle$
If the values of $p, \vec{\beta}$ and $\vec{\gamma}$ are well selected, the state of the qubits after this transformation will represent a good solution to the problem defined in Eq. (A.1) with high probability, and the quality of the solution increases with the number of rounds. The selection of $\vec{\beta}$ and $\vec{\gamma}$ is not a trivial issue and there are some proposals in the literature [7]. A usual approach is starting from some initial values and then perform simplex or gradient based optimization.

## Appendix B. QAOA applied to MaxCut

The MaxCut problem is a paradigm in combinatorial optimization that is particularly advantageous for QAOA for two reasons: (i) all clauses in the objective function have the same structure, hence only one quantum Hamiltonian needs to be designed, and (ii) the clauses involve only two decision variables.

In the MaxCut problem, we are given an undirected graph $G=$ $(V, E)$, where $V=\{1, \ldots, n\}$ is a set of nodes and $E$ is the set of arcs. The goal is to establish a partition of the set $V$ into two subsets $V_{+1}$ and $V_{-1}$ so that the number of arcs in $E$ connecting nodes of the two subsets is maximized, in other words, the goal is
maximize: $\sum_{(i, j) \in E} \frac{1}{2}\left(1-\sigma_{i} \sigma_{j}\right)$
$\sigma_{k}=\left\{\begin{array}{cl}-1 & \text { if } k \in V_{-1} \\ 1 & \text { if } k \in V_{+1}\end{array}\right.$
Note that a single transformation $z=(\sigma+1) / 2$ converts the variables from the $\sigma \in\{-1,+1\}$ space to the $z \in\{0,1\}$ space.

In this case, we have a Hamiltonian $\mathbf{C}_{\boldsymbol{\alpha}}$ for each arc $(i, j)$, which depends on just these two variables, so it may be denoted as $\mathbf{C}_{\mathbf{i}, \mathbf{j}}$, and given that it operates on a 2-qubit state it has size $4 \times 4$. From Eq. (B.1), the computational basis $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$ may be considered as qstates of a physical system with energies $0,1,1,0$ respectively; therefore, following [37] the Hamiltonian may be represented by the matrix
$\mathbf{C}_{\mathbf{i}, \mathbf{j}}=\left(\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$
which can be written as
$\mathbf{C}_{\mathbf{i}, \mathbf{j}}=\frac{1}{2}\left(\mathbf{I}-\mathbf{Z}_{i} \otimes \mathbf{Z}_{j}\right)$
where $\mathbf{Z}_{\mathbf{i}}$ and $\mathbf{Z}_{\mathbf{j}}$ are both the Pauli matrix
$\mathbf{Z}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$
Therefore, the exponential terms in Eqs. (A.7) and (A.8) can be expanded considering that
$e^{-i \beta_{r}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)}=\left(\begin{array}{cc}\cos \left(\beta_{r}\right) & -i \sin \left(\beta_{r}\right) \\ -i \sin \left(\beta_{r}\right) & \cos \left(\beta_{r}\right)\end{array}\right)$
and
$e_{-i \gamma_{r}}\left(\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & e^{-i \gamma_{r}} & 0 & 0 \\ 0 & 0 & e^{-i \gamma_{r}} & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
The operators in Eqs. (B.6) and (B.7) have to be implemented by means of the set of quantum gates available in the target quantum computer. In particular, in the Rigetti architectures ${ }^{9}$ the first one could be implemented as $\mathrm{RX}\left(2 \beta_{r}\right)$ and the second by means of the composition of the two 2-qubit gates CPHASE01 ( $-\gamma_{r}$ ) CPHASE10 $\left(-\gamma_{r}\right)$.

Alternatively, in [22] the phase separator operator is synthesized by two CNOT gates and a $\operatorname{RX}(\gamma / 2)$ operator on the second qubit in between them yielding the matrix
$\left(\begin{array}{cccc}e^{-i \gamma_{r} / 4} & 0 & 0 & 0 \\ 0 & e^{i \gamma_{r} / 4} & 0 & 0 \\ 0 & 0 & e^{i \gamma_{r} / 4} & 0 \\ 0 & 0 & 0 & e^{-i \gamma_{r} / 4}\end{array}\right)$
Furthermore, in [38] the phase separators are performed by the $R_{Z Z}(\gamma)$ operator with the following equivalent matrix
$\left(\begin{array}{cccc}e^{-i \gamma_{r} / 2} & 0 & 0 & 0 \\ 0 & e^{i \gamma_{r} / 2} & 0 & 0 \\ 0 & 0 & e^{i \gamma_{r} / 2} & 0 \\ 0 & 0 & 0 & e^{-i \gamma_{r} / 2}\end{array}\right)$

As mentioned, to execute a binary gate on two qstates, these states must be located on adjacent qubits. For this purpose, the use of a number of swap gates is generally necessary; a swap gate operates on two qubits swapping their qstates by implementing the following operator
$\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$
which is performed by the SWAP gate in Rigetti systems, and may be implemented by three consecutive CNOT gates, the second one taking the second qubit as control and the first as target.
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