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#### Abstract

A Vitali convergence theorem is proved for subspaces of an abstract convex combination space which admits a complete separable metric. The convergence may be in that metric or, more generally, in a quasimetric satisfying weaker properties. Versions for convergence in probability and in distribution are given. As applications, we show that some dominated convergence theorems in the literature of fuzzy random variables and random compact sets can be recovered or improved, and we derive new convergence theorems in another space of sets and in a space of probability distributions.
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## 1. Introduction

The usual spaces of fuzzy subsets of $\mathbb{R}^{d}$, endowed with the ordinary operations of addition and product by scalars which are derived from Zadeh's extension principle, are not linear spaces. There are two main differences with a linear space. First, in general ( -1 ) $A$ is not the additive inverse of a given fuzzy set $A$; in fact, most often an additive inverse does not exist. Second, the distributive law $\lambda \cdot A+\mu \cdot A=(\lambda+\mu) \cdot A$ fails. While this includes the first difference (by taking $\lambda=1, \mu=-1$ ), it continues to fail even restricting the law to the positive scalars.

That means that many notions, results and techniques which could be immediately applied in linear spaces, are not available. Even the mere notion of subtraction, in the sense of defining $A-B=A+(-1) \cdot B$, is unavailable, which creates a lot of difficulties. For instance, it is not obvious how to define the derivative (or differential) of a fuzzy-valued function, and in fact many definitions have been given through the years. Another example is in statistics with fuzzy data, since many methods for random variables rely on the difference between a sample statistic and the corresponding population value.

[^0]Another departure from linear spaces, from a geometric rather than algebraic perspective, is that a set formed by a single point can fail to be convex. This sounds counterintuitive or even confusing, since our intuition has been shaped in linear spaces.

But, even with those obstacles, remarkably some standard metrics in spaces of fuzzy sets preserve some of conventional properties of a norm: if $d$ is such a metric then $d(A, B)$ becomes a convenient surrogate for the non-sensical $\|A-B\|$. In particular, the distance $d\left(A, I_{\{0\}}\right)$ (where the indicator function $I_{\{0\}}$ of the crisp set $\{0\}$ is the neutral element of the sum) becomes a surrogate for $\|A\|$ which still has all the defining properties of a norm.

A relevant question is whether these spaces of fuzzy sets can be seen as instances of some abstract mathematical structure involving the sum, the product by a scalar, and a metric: a structure weaker than a (normed) linear space but preserving some of the advantages of working with a norm. Maybe the most recent answer is the notion of a quasilinear metric space [24]. In that paper, O'Regan and Lupulescu give notions of derivation and integration which, in particular, apply to spaces of fuzzy sets.

Such generalizations of normed spaces can ultimately be traced back to Rådström's 1952 paper [35] where he showed that some spaces of sets embed into normed spaces by giving a set of sufficient conditions valid in a general abstract space. Among the generalizations inspired by the problem of fitting sets as elements of an abstract space with a list of axioms, we would like to mention metric convex cones (Prolla [30,31]) and near vector lattices (Labuschagne et al. [22]). Labuschagne and Pinchuck applied near vector lattices to fuzzy martingale theory [21]. Other generalizations are commented upon in [24].

In this paper, we are concerned with another such generalization: convex combination spaces (Terán and Molchanov [41]). To motivate the convenience of studying both an abstract structure and convex combination spaces in particular, let us present an interesting example from a quite different setting, which is a convex combination space [40, Lemma 6.2] but not a quasilinear metric space, a metric convex cone or a near vector lattice.

Consider the space of all probability distributions of random variables with finite variance. Distributions can be 'added' using the convolution operation, i.e., $P * Q$ is defined as the distribution of $X+Y$ where $X, Y$ are independent random variables respectively distributed as $P$ and $Q$. Convolution is of great importance in many applications such as signal processing. They can also be multiplied by scalars by rescaling, namely $\lambda \cdot P$ is the distribution of $\lambda \cdot X$ where $X$ is distributed as $P$.

The space so defined has exactly the same shortcomings and positives discussed above. The neutral element is the degenerate distribution $\delta_{0}$ (Dirac distribution) at 0 . Let $P$ be a normal distribution $\mathcal{N}(0,1)$. Then $(-1) \cdot P$ is again $P$, not the additive inverse of $P$. Moreover, by the reproductive property of the normal distribution,

$$
\frac{1}{2} \cdot \mathcal{N}(0,1) * \frac{1}{2} \cdot \mathcal{N}(0,1)=\mathcal{N}\left(0, \frac{1}{\sqrt{2}}\right)
$$

so that the distributive law fails and, further, the singleton $\{P\}$ is not convex. Rather than being counterintuitive, nonconvex points obey the key fact in Statistics that averaging reduces the variance. The deconvolution problem (finding a distribution $R$ such that $Q * R=P$ ), used in signal denoising, is the equivalent here of defining a subtraction $P-Q$, which is not always possible. Finally, when this space is endowed with the $L^{2}$-Wasserstein metric

$$
w_{2}(P, Q)=\inf _{X, Y}\|X-Y\|_{2}
$$

(where the infimum runs over all random variables distributed as $P$ and $Q$ ), the definition via the $L^{2}$-norm provides $w_{2}(P, Q)$ with working properties very similar to what we would expect from 'the norm of $P-Q$ ' if such a thing existed.

This example underlines the interest of finding good abstract approaches which provide unified methods for these very different spaces with similar properties. Convex combination spaces were found when trying to develop an abstract version of the law of large numbers in [38]. A convex combination space which is separable and complete as a metric space allows for a theory of integration against probability measures generalizing Lebesgue and Bochner integration [41]. With that notion of expectation, a law of large numbers holds [41, Theorem 5.1] and further results were proved like a Jensen inequality [40], dominated convergence theorems [40,43] and a Birkhoff ergodic theorem [43]. Further examples of limit theorems in the setting of convex combination spaces can be found in $[34,44,33]$ and references therein.

In this paper we will establish some convergence theorems for integration in convex combination spaces (in probabilistic language, for expectations of random elements). That is, we will give sufficient conditions to ensure that,
if a sequence of random elements converges in some sense, also the sequence of their expectations will converge to the expectation of the limit. The central result is an abstract form of the Vitali convergence theorem. This theorem is similar to the dominated convergence theorem, but the condition that the sequence is dominated is replaced by the weaker one that it is uniformly integrable. Following a modern probability approach, subsequent to the Skorokhod representation theorem, the assumption of convergence in probability or almost sure will be weakened to convergence in distribution (weak convergence). Our motivation to begin this study was double.
(i) In [2, Theorem 4.6] we established a Vitali theorem for fuzzy random variables in the $d_{p}$-metrics. Although some assumptions are weaker than in the earlier literature, the dominated convergence theorem of Krätschmer [20, Theorem 8.2] does not follow from it, either because his space of fuzzy values is larger (if $p \in[1, \infty)$ ) or because our result does not apply (if $p=\infty$ ). It would be interesting to find a common generalization with the best of both theorems.
(ii) In [40, Remark 2], an incorrect way to generalize the dominated convergence theorem for convex combination spaces [40, Theorem 4.2] was postulated by the second author (for a detailed discussion, the reader is referred to Section 7). That brings the validity of [40, Proposition 5.2] into question. It would be interesting to correct this mistake and show, by a different proof, that the claim in the remark is valid (even if the method is not).

Our main result will solve these two questions in the positive, while at the same time being much more general. In fact, in Section 6 we will provide some applications of this general abstract result to specific (subsets of) convex combination spaces, which go beyond these initial motivations. These applications lean towards spaces of fuzzy sets or crisp sets although other applications can be worked out as well.

The structure of the paper is as follows. Section 2 contains the preliminaries. In Section 3 we state the general Vitali convergence theorem in subsets of convex combination spaces, and discuss its assumptions. The theorem is proved in Section 4. Then some variants, for which the proof only requires minor modifications, are presented in Section 5. Moreover, dominated convergence theorems are obtained as corollaries.

In Section 6, the general Vitali type theorems will be applied to several specific spaces. Applications to spaces of fuzzy sets include the following.

- The space of $d$-dimensional (generalized) fuzzy numbers with compact support, with the metrics $d_{p}$ and $d_{\infty}$.
- The space of $d$-dimensional (generalized) fuzzy numbers with $L^{p}$-type support function, with the metrics $d_{p}$.

Applications to spaces of sets are the following.

- The space of compact subsets of a convex combination space with the Hausdorff metric.
- The space of compact convex subsets of $\mathbb{R}^{d}$ with the Bartels-Pallaschke metric introduced by Diamond et al. [11].

Moreover, another application is presented to the above-mentioned space of probability distributions.
To obtain these results, some propositions with independent interest will be proved. For instance, it follows from known facts that $d_{\infty}$, regarded as a bivariate function, is measurable with respect to $d_{p}$. We will need to establish the stronger result that $d_{\infty}$ is lower semicontinuous with respect to $d_{p}$. Similarly, we will prove that the BartelsPallaschke metric between compact convex sets is lower semicontinuous with respect to the Hausdorff metric. This will imply that the Bartels-Pallaschke distance between two random compact convex sets is a random variable, even when the random sets are not measurable with respect to that metric.

Finally, a comparison to the extant literature will be made in Section 7.

## 2. Preliminaries

Let $(\mathbb{E}, \tau)$ be a topological space. We will denote by $\mathcal{B}_{\mathbb{E}}$ the Borel $\sigma$-algebra in $\mathbb{E}$, i.e. the smallest $\sigma$-algebra containing all open sets of $\mathbb{E}$. We will denote by $\ell$ the Lebesgue measure on $\mathcal{B}_{[0,1]}$ and by $\mathcal{L}_{[0,1]}$ the Lebesgue $\sigma$ algebra in $[0,1]$ (the Lebesgue measure on $\mathcal{L}_{[0,1]}$ will eventually be used as a probability measure and denoted $\mathbb{P}$ ). A general probability space will be denoted by $(\Omega, \mathcal{A}, P)$.

In [41], Terán and Molchanov established a list of conditions for a metric space provided with a convex combination operation to be a convex combination space.

Definition 2.1. Let $(\mathbb{E}, d)$ be a metric space with a convex combination operation $[\cdot, \cdot]$ which for any $n \geq 2$ numbers $\lambda_{1}, \ldots \lambda_{n}>0$ satisfying $\sum_{i=1}^{n} \lambda_{i}=1$ and any $v_{1}, \ldots, v_{n} \in \mathbb{E}$ this operation produces an element of $\mathbb{E}$, denoted $\left[\lambda_{i}, v_{i}\right]_{i=1}^{n}$ or $\left[\lambda_{1}, v_{1} ; \cdots ; \lambda_{n}, v_{n}\right]$. We will say that $\mathbb{E}$ is a convex combination space if the following axioms are satisfied:
(CC1) (Commutativity) For every permutation $\sigma$ of $\{1, \ldots, n\}$,

$$
\left[\lambda_{i}, v_{i}\right]_{i=1}^{n}=\left[\lambda_{\sigma(i)}, v_{\sigma(i)}\right]_{i=1}^{n} ;
$$

(CC2) (Associativity) $\left[\lambda_{i}, v_{i}\right]_{i=1}^{n+2}=\left[\lambda_{1}, v_{1} ; \ldots, \lambda_{n}, v_{n} ; \lambda_{n+1}+\lambda_{n+2},\left[\frac{\lambda_{n+j}}{\lambda_{n+1}+\lambda_{n+2}} ; v_{n+j}\right]_{j=1}^{2}\right]$;
(CC3) (Continuity) If $u, v \in \mathbb{E}$ and $\lambda^{(k)} \rightarrow \lambda \in(0,1)$, then

$$
\left[\lambda^{(k)}, u ; 1-\lambda^{(k)}, v\right] \rightarrow[\lambda, u ; 1-\lambda, v] ;
$$

(CC4) (Negative curvature) For all $u_{1}, u_{2}, v_{1}, v_{2} \in \mathbb{E}$ and $\lambda \in(0,1)$,

$$
d\left(\left[\lambda, u_{1} ; 1-\lambda, u_{2}\right],\left[\lambda, v_{1} ; 1-\lambda, v_{2}\right]\right) \leq \lambda d\left(u_{1}, v_{1}\right)+(1-\lambda) d\left(u_{2}, v_{2}\right) ;
$$

(CC5) (Convexification) For each $v \in \mathbb{E}$, there exists $\lim _{n \rightarrow \infty}\left[n^{-1}, v\right]_{i=1}^{n}$, which will be denoted by $\mathbf{K}(v)$.
As seen, the metric $d$ considered in the definition of a convex combination space must satisfy some strong conditions, so it would be interesting to know if some convergence results for metric spaces can be proved for convex combination spaces with respect to a distance function related to $d$. We can find different definitions of a quasimetric in literature, sometimes under the name of near-metric or with more restrictive conditions, as in [9].

Definition 2.2. A mapping $\rho: \mathbb{E} \times \mathbb{E} \rightarrow[0, \infty)$ is a quasimetric if

1. $\rho(v, v)=0$ for each $v \in \mathbb{E}$,
2. (Relaxed triangle inequality) There exists an $R \in \mathbb{R}$ such that for every $v_{1}, v_{2}, v_{3} \in \mathbb{E}$

$$
\rho\left(v_{1}, v_{2}\right) \leq R \cdot\left(\rho\left(v_{1}, v_{3}\right)+\rho\left(v_{3}, v_{2}\right)\right) .
$$

If, further, $\rho$ is such that

$$
\rho(v, u) \leq C_{0} \cdot \rho(u, v)
$$

for some constant $C_{0}$ valid for all $u, v \in \mathbb{E}$, it will be called a quasisymmetric quasimetric.
A quasimetric $\rho$ defines naturally a topology $\tau(\rho)$ formed by all sets $A \subseteq \mathbb{E}$ such that every point $v \in A$ satisfies

$$
\{u \in \mathbb{E} \mid \rho(u, v)<\varepsilon\} \subseteq A
$$

for some $\varepsilon>0$.
Definition 2.3. A Borel measurable function $X:(\Omega, \mathcal{A}, P) \rightarrow(\mathbb{E}, \tau)$ will be called a random element of $\mathbb{E}$.
We will denote by $P_{X}$ the induced distribution of $X$ and by $L^{1}(\Omega, \mathcal{A}, P)$ the space of integrable random variables. Notice that $\ell$ is a probability measure, hence we will denote by $\ell_{X}$ the induced distribution of $X$ considering the Lebesgue measure on $\mathcal{B}_{[0,1]}$.

Definition 2.4. Let $(\mathbb{E}, d)$ be a metric space. Let $v_{0} \in \mathbb{E}$ be an arbitrary point. A random element $X:(\Omega, \mathcal{A}, P) \rightarrow \mathbb{E}$ is called integrable if $d\left(v_{0}, X\right)$ is an integrable random variable.

Notice that $d\left(v_{0}, X\right)$ is necessarily a random variable, since $\left\{d\left(v_{0}, X\right)<t\right\}$ is the event that $X$ is in the open ball with center $v_{0}$ and radius $t$, for any $t>0$. The definition of integrability does not depend on the chosen point, since for any $v_{1}, v_{2} \in \mathbb{E}$

$$
\begin{aligned}
& E\left[\rho\left(v_{2}, X\right)\right] \leq E\left[R \cdot\left(\rho\left(v_{2}, v_{1}\right)+\rho\left(v_{1}, X\right)\right)\right] \\
& =R \cdot\left(\rho\left(v_{2}, v_{1}\right)+E\left[\rho\left(v_{1}, X\right)\right]\right) .
\end{aligned}
$$

The expectation in a convex combination space is defined through the expectation of simple random elements (see Section 4 in [41] for more details).

Definition 2.5. Let $(\mathbb{E}, d)$ be a complete and separable convex combination space and let $X$ be a random element. If $X$ is simple, i.e., has the form $X=\sum_{j=1}^{r} I_{\Omega_{j}} v_{j}$, its expectation is $E[X]=\left[P\left(\Omega_{j}\right), \mathbf{K}\left(v_{j}\right)\right]_{j=1}^{r}$. If $X$ is integrable then there exist sequences $\left\{X_{k}\right\}_{k}$ of simple functions converging almost surely to $X$ and with $E\left[d\left(X_{k}, X\right)\right] \rightarrow 0$, and for any such sequence the $d$-limit of $E\left[X_{k}\right]$ exists and is the same element $E[X] \in \mathbb{E}$, which is called the expectation of $X$.

Definition 2.6. Let $\mathbb{E}$ be a topological space. A function $\varphi: \mathbb{E} \rightarrow \mathbb{R}$ is lower (respectively, upper) semicontinuous if $\liminf v_{v \rightarrow v_{0}} \varphi(v) \geq \varphi\left(v_{0}\right)$ (respectively, $\lim _{\sup _{v \rightarrow v_{0}}} \varphi(v) \leq \varphi\left(v_{0}\right)$ ) for every $v_{0} \in \mathbb{E}$.

A function is lower semicontinuous if and only if its lower level sets $\{v \in \mathbb{E}: f(v) \leq a\}$ are closed, for all $a \in \mathbb{R}$.
Definition 2.7. Let $\mathbb{E}$ be a convex combination space and let $C$ be a subset of $\mathbb{E}$. A function $f: C \rightarrow \mathbb{R}$ is convex in $C$ if

$$
f\left(\left[\lambda_{i}, v_{i}\right]_{i=1}^{n}\right) \leq \sum_{i=1}^{n} \lambda_{i} f\left(v_{i}\right)
$$

whenever $x_{i} \in C$. It is midpoint convex in $C$ if

$$
f\left(\left[1 / 2, v_{1} ; 1 / 2, v_{2}\right]\right) \leq\left(\varphi\left(v_{1}\right)+\varphi\left(v_{2}\right)\right) / 2
$$

for all $v_{1}, v_{2} \in \mathbb{E}$. The function $f$ will be called convex, or midpoint convex, if it is so in $\mathbb{E}$.
We will be specially interested in the convexity properties of distance functions between elements of $\mathbb{E}$. The following result [40, Lemma 4.1] ensures that $\mathbb{E} \times \mathbb{E}$ is a convex combination space.

Lemma 2.1. If $\mathbb{E}$ is a convex combination space, then $\mathbb{E} \times \mathbb{E}$ is a convex combination space with the convex combination operation

$$
\left[\lambda_{i},\left(u_{i}, v_{i}\right)\right]_{i=1}^{n}=\left(\left[\lambda_{i}, u_{i}\right]_{i=1}^{n},\left[\lambda_{i}, v_{i}\right]_{i=1}^{n}\right)
$$

and the metric

$$
d_{\max }\left(\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)\right)=\max \left\{d\left(u_{1}, u_{2}\right), d\left(v_{1}, v_{2}\right)\right\} .
$$

A complete separable convex combination space satisfies the following properties.
Lemma 2.2. Let $\mathbb{E}$ be a complete separable convex combination space. Let $\rho: \mathbb{E} \times \mathbb{E} \rightarrow[0, \infty)$ be a quasimetric on $\mathbb{E}$ which is midpoint convex and lower semicontinuous as a bivariate function. Let $X, Y$ be integrable random elements of $\mathbb{E}$. Then

1. There exists a sequence of measurable functions $\phi_{k}: \mathbb{E} \rightarrow \mathbb{E}$ (which does not depend on $X$ ) such that each $\phi_{k}(X)$ is a simple random element, $d\left(\phi_{k}(X), X\right) \searrow 0$ almost surely and $E\left[d\left(\phi_{k}(X), X\right)\right] \rightarrow 0$.
2. $\rho(E[X], E[Y]) \leq E[\rho(X, Y)]$.

Proof. The first part is [41, Proposition 4.1]. The second one comes from the fact that $\mathbb{E} \times \mathbb{E}$ is a convex combination space (Lemma 2.1) and an application of Jensen's inequality [40, Theorem 3.1] to the function $\rho$.

We denote by $\mathcal{K}(\mathbb{E})$ the space of all non-empty compact subsets of $\mathbb{E}$ and by $\mathcal{K}_{c}(\mathbb{E})$ the space of all non-empty compact convex subsets of $\mathbb{E}$.

Definition 2.8. The Hausdorff metric in $\mathcal{K}(\mathbb{E})$ is defined by

$$
d_{H}(K, L)=\max \left(\sup _{v_{1} \in K} \inf _{v_{2} \in L} d\left(v_{1}, v_{2}\right), \sup _{v_{2} \in L} \inf _{v_{1} \in K} d\left(v_{1}, v_{2}\right)\right)
$$

for every $K, L \in \mathcal{K}(\mathbb{E})$.
As is shown in [41, Theorem 6.2], the space $\mathcal{K}(\mathbb{E})$ is again a convex combination space.
Lemma 2.3. Endow $\mathcal{K}(\mathbb{E})$ with the convex combination operation

$$
\left[\lambda_{i}, K_{i}\right]_{i=1}^{n}=\left\{\left[\lambda_{i}, v_{i}\right]_{i=1}^{n}: v_{i} \in K_{i} \forall i \in\{1, \ldots, n\}\right\}
$$

Then $\left(\mathcal{K}(\mathbb{E}), d_{H}\right)$ is a convex combination space. Moreover, if $(\mathbb{E}, d)$ is separable and complete, then $\left(\mathcal{K}(\mathbb{E}), d_{H}\right)$ is so as well.

Definition 2.9. A random compact set in a convex combination space $\mathbb{E}$ is a random element of $\left(\mathcal{K}(\mathbb{E}), d_{H}\right)$. A random compact convex set in $\mathbb{E}$ is a random element of $\left(\mathcal{K}_{c}(\mathbb{E}), d_{H}\right)$.

Definition 2.10. A set $F$ of random variables is called uniformly integrable if given $\varepsilon>0$ there exists an $M \geq 0$ such that

$$
E\left[|\xi| \cdot I_{\{|\xi|>M\}}\right] \leq \varepsilon
$$

for all $\xi \in F$.
To prove Vitali's convergence theorem for convex combination spaces, we will use this version for real random variables.

Lemma 2.4. Let $\xi_{n}$, $\xi$ be random variables such that $\left\{\xi_{n}\right\}_{n}$ is uniformly integrable. If $\xi_{n} \rightarrow \xi$ almost surely, then $E\left[\xi_{n}\right] \rightarrow E[\xi]$.

Next, the extension of this concept for convex combination spaces is as follows.
Definition 2.11. A set $F$ of random elements of a convex combination space $(\mathbb{E}, d)$ will be called uniformly integrable in $d$ if given $\varepsilon>0$ there exists an $M \geq 0$ such that, for some $v \in \mathbb{E}$,

$$
E\left[d(X, v) \cdot I_{\{d(X, v)>M\}}\right] \leq \varepsilon
$$

for all $X \in F$.
Weak convergence of random elements in a topological space is defined as follows (see [6, Chapter 1] for further details).

Definition 2.12. Let $X_{n}, X$ be random elements in a topological space $\mathbb{E}$. Then $\left\{X_{n}\right\}_{n}$ converges weakly to $X$ if $E\left[f\left(X_{n}\right)\right] \rightarrow E[f(X)]$ for every continuous bounded function $f: \mathbb{E} \rightarrow \mathbb{R}$.

For $\mathbb{E}=\mathbb{R}^{d}$, weak convergence is the same thing as convergence in distribution. Hence this is a generalization of convergence in distribution to more general spaces.

Definition 2.13. Let $(\mathbb{E}, \rho)$ be a quasimetric space and let $X_{n}, X:(\Omega, \mathcal{A}, P) \rightarrow \mathbb{E}$. We will say that $\left\{X_{n}\right\}_{n}$ converges almost surely to $X$ if each $\rho\left(X_{n}, X\right)$ is a random variable and $\left\{\rho\left(X_{n}, X\right) \nrightarrow 0\right\}$ is $P$-null. We will say that $\left\{X_{n}\right\}_{n}$ converges in probability if each $\rho\left(X_{n}, X\right)$ is a random variable and $P\left(\rho\left(X_{n}, X\right)<\varepsilon\right) \rightarrow 1$ for each $\varepsilon>0$.

Definition 2.14. A sequence $\left\{X_{n}\right\}_{n}$ of random elements in a topological space is tight if for any $\varepsilon>0$ there exists a compact subset $K_{\varepsilon} \subseteq \mathbb{E}$ such that $P\left(X_{n} \in K_{\varepsilon}\right)>1-\varepsilon$ for each $n \in \mathbb{N}$.

At some points we will work with $X_{n}$ and $X$ which may fail to be Borel measurable (random elements) with respect to the topology of a quasimetric $\rho$ but satisfy weaker measurability properties (specifically, see assumption 2 in Theorem 3.1) which still allow one to use the notions of weak convergence and tightness, and to ensure that $\rho\left(X_{n}, X\right)$ is a random variable.

Finally, another important tool that will be used in our first result is Jakubowski's almost sure Skorokhod representation [16, Theorem 2], which allows one to obtain a sequence of random elements with the same distribution as a subsequence of tight random elements.

Lemma 2.5 (Jakubowski). Let $(\mathbb{E}, \tau)$ be a topological space, let $X_{n}, X:(\Omega, \mathcal{A}, P) \rightarrow(\mathbb{E}, \tau)$ be random elements of $\mathbb{E}$. Assume

1. There exists a countable set of continuous functions which separates points in $\mathbb{E}$.
2. $\left\{X_{n}\right\}_{n}$ is tight.

Then there exists a subsequence $\left\{X_{n^{\prime}}\right\}_{n}$ of $\left\{X_{n}\right\}_{n}$ and random elements $Y_{n^{\prime}}, Y:\left([0,1], \mathcal{B}_{[0,1]}, \ell\right) \rightarrow(\mathbb{E}, \tau)$ such that
(a) $P_{X_{n^{\prime}}}=\ell_{Y_{n^{\prime}}}$ for each $n \in \mathbb{N}$.
(b) $Y_{n^{\prime}}(t) \rightarrow Y(t)$ for each $t \in[0,1]$.

Recall that a set of functions $\left\{f_{i}\right\}_{i \in I}$ is said to separate points of a space $\mathbb{E}$ if, for any points $x \neq y$ there is some $i \in I$ for which $f_{i}(x) \neq f_{i}(y)$. The requirement that the functions take on values in $[-1,1]$ is not restrictive, since $[-1,1]$ can be replaced by $\mathbb{R}$ in the statement. Indeed, if $\left\{f_{n}: \mathbb{E} \rightarrow \mathbb{R}\right\}_{n \in \mathbb{N}}$ separates points in $\mathbb{E}$, taking

$$
f_{n, m}=m^{-1} \cdot \max \left(-m, \min \left(f_{n}, m\right)\right)
$$

one obtains a countable family which still separates points: $f_{n}(x) \neq f_{n}(y)$ implies $f_{n, m}(x) \neq f_{n, m}(y)$ for $m>$ $\max \left\{\left|f_{n}(x)\right|,\left|f_{n}(y)\right|\right\}$.

Definition 2.15. A topological space $\mathbb{E}$ is Polish if its topology is generated by some complete separable metric, Lusin if it is the continuous image of a Polish space by a bijective mapping, Suslin if it is the continuous image of a Polish space, and Radon if $P(A)=\sup _{K \subseteq A} P(K)$ for every probability measure $P$ on $\mathcal{B}_{\mathbb{E}}$ (where $K$ ranges over compact sets).

Definition 2.16. A probability measure $P$ in a measurable space $(\Omega, \mathcal{A})$ is perfect if for every $A \subseteq \mathbb{R}$ and every random variable $X: \Omega \rightarrow \mathbb{R}$ such that $\{X \in A\} \in \mathcal{A}$, there exist $A_{1}, A_{2} \in \mathcal{B}_{\mathbb{R}}$ such that $A_{1} \subseteq A \subseteq A_{2}$ and $P\left(X \in A_{2} \backslash A_{1}\right)=0$.

Definition 2.17. A measurable space $(\Omega, \mathcal{A})$ is perfect if every probability measure defined in $\mathcal{A}$ is perfect.
The next result appears, e.g., in [1, Lemma 4.4].
Lemma 2.6. Every Polish space, endowed with its Borel $\sigma$-algebra, is perfect.
Consider the following spaces of fuzzy sets of $\mathbb{R}^{d}$ :

$$
\mathcal{F}\left(\mathbb{R}^{d}\right)=\left\{U: \mathbb{R}^{d} \rightarrow[0,1]: U_{\alpha} \in \mathcal{K}\left(\mathbb{R}^{d}\right) \forall \alpha \in[0,1]\right\}
$$

where

$$
U_{\alpha}=\left\{x \in \mathbb{R}^{d}: U(x) \geq \alpha\right\}
$$

for each $\alpha \in(0,1]$ and $U_{0}$ denotes the closure of its support.

$$
\begin{aligned}
& \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)=\left\{U: \mathbb{R}^{d} \rightarrow[0,1]: U_{\alpha} \in \mathcal{K}_{c}\left(\mathbb{R}^{d}\right) \forall \alpha \in[0,1]\right\} \\
& \widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)=\left\{U: \mathbb{R}^{d} \rightarrow[0,1]: U_{\alpha} \in \mathcal{K}_{c}\left(\mathbb{R}^{d}\right) \forall \alpha \in(0,1], \int_{(0,1]} d_{H}\left(U_{\alpha},\{0\}\right)^{p} d \alpha<\infty\right\}
\end{aligned}
$$

Let us consider the following metrics in $\mathcal{F}\left(\mathbb{R}^{d}\right)$ and $\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)$, respectively:

$$
\begin{aligned}
& d_{\infty}(U, V)=\sup _{\alpha \in(0,1]} d_{H}\left(U_{\alpha}, V_{\alpha}\right) \\
& d_{p}(U, V)=\left(\int_{(0,1]} d_{H}\left(U_{\alpha}, V_{\alpha}\right)^{p} d \alpha\right)^{1 / p}
\end{aligned}
$$

Thus $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$ is a proper subset of both $\mathcal{F}\left(\mathbb{R}^{d}\right)$ and $\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)$.
Definition 2.18. A fuzzy random variable is a mapping $X:(\Omega, \mathcal{A}, P) \rightarrow\left(\mathcal{F}\left(\mathbb{R}^{d}\right), d_{p}\right)$ such that for every $\alpha \in[0,1]$, the $\alpha$-cut mapping $X_{\alpha}$ given by $X_{\alpha}(\omega)=X(\omega)_{\alpha}$ is a random compact set.

The support function allows one to characterize convex fuzzy sets via certain real functions.
Definition 2.19. For each $U \in \widehat{\mathcal{F}}_{c, 1}\left(\mathbb{R}^{d}\right)$ its support function is defined by

$$
\begin{aligned}
s_{U}: \mathbb{S}^{d-1} \times(0,1] & \rightarrow \mathbb{R} \\
(r, \alpha) & \mapsto s_{U}(r, \alpha)=\max _{x \in U_{\alpha}}\langle r, x\rangle .
\end{aligned}
$$

For $U \in \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$, the support function extends naturally to $\mathbb{S}^{d-1} \times[0,1]$ with $s_{U}(r, 0)=\max _{x \in U_{0}}\langle r, x\rangle$.
For $p \in[1, \infty)$, we consider the metric ( $\left[10,(1.14)\right.$, p. 53]) in $\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)$ given by

$$
\rho_{p}(U, V)=\left(\int_{(0,1] \times \mathbb{S}^{d-1}}\left|s_{U}(r, \alpha)-s_{V}(r, \alpha)\right|^{p} d r d \alpha\right)^{1 / p}
$$

By Theorems 3 and 4 in [42], $\left(\mathcal{F}_{c}\left(\mathbb{R}^{d}\right), d_{p}\right)$ and $\left(\mathcal{F}_{c}\left(\mathbb{R}^{d}\right), d_{\infty}\right)$ are convex combination spaces, the former being separable but not complete and the latter being complete but not separable.

## 3. Statement and discussion of a Vitali convergence theorem

In this section, we will state and discuss the abstract Vitali theorem for (subspaces of) convex combination spaces, in sufficient generality for $\rho$ assumed to be a quasimetric, which is not necessarily a metric. In Section 5 , further variants will be presented.

Theorem 3.1. Let $(\mathbb{E}, d)$ be a separable complete convex combination space. Let $C$ be a convex subset of $\mathbb{E}$. Let $\rho$ be a midpoint convex, lower semicontinuous quasimetric on $C$. Let $X_{n}$ and $X$ be random elements in $(\mathbb{E}, d)$ taking on values in $C$ such that there exist $v_{1}, v_{2} \in C$ verifying

1. $X_{n}$ and $X$ are integrable, and $E\left[X_{n}\right], E[X] \in C$.
2. There exists a countable family $\left\{f_{i}: \mathbb{E} \rightarrow[-1,1]\right\}_{i \in \mathbb{N}}$ of $\rho$-continuous functions which separates points in $\mathbb{E}$, and the $X_{n}$ and $X$ are measurable with respect to the $\sigma$-algebra generated by the $\left\{f_{i}\right\}_{i}$, i.e., the smallest $\sigma$-algebra which makes the mappings $\left\{f_{i}\right\}_{i}$ measurable.
3. $\left\{X_{n}\right\}_{n}$ is $\rho$-tight and $X$ is $\rho$-tight.
4. $E\left[\rho\left(v_{1}, X\right)\right]<\infty$.
5. $\left\{\rho\left(X_{n}, v_{2}\right)\right\}_{n}$ is uniformly integrable.

If $X_{n} \rightarrow X$ weakly in $\rho$, then $\rho\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.
Moreover, if $\rho$ is quasisymmetric then assumptions (2) and (3) can be replaced by the following:
2'. $X_{n}, X$ are random elements with respect to $\rho$.
3'. $X$ takes on values almost surely in a $\rho$-separable subset of $C$.
This abstract, general theorem has a large number of assumptions which are not (or, rather, are not visible) in the traditional statement for random variables in $\mathbb{R}$ (Lemma 2.4). That makes it convenient to proceed to a careful discussion for the reader's benefit.

1. The quasimetric $\rho$. There are two ways of using this theorem. The first is as a convergence theorem in abstract convex combination spaces, which is achieved by taking the special case that $C=\mathbb{E}$ and $\rho=d$ (see Section 5). This includes, as a particular case, the Vitali theorem for Bochner expectations in a separable Banach space, since the linear space operations and the metric induced by the norm define a separable complete convex combination space. Thus it contributes to showing the viability of convex combination spaces as an abstract framework for spaces where some of the key properties of a normed linear space are not satisfied.

The theorem can also be used as a generator of Vitali theorems in concrete spaces (or types of spaces). A convergence theorem for the expectation has two components: the structure of the carrier space, and the type of convergence. The first component is necessary to define which functions are measurable (random elements), which are integrable and how the integral (expectation) is calculated. For instance, in a separable Banach space the Bochner integral is constructed using limits of simple functions. A convergence theorem for the Bochner integral in an abstract Banach space will then also use convergence in the norm as the second component, because that is the natural convergence provided by the Banach space structure.

But, when working in a concrete space whose elements are not naturally elements of a linear space, the typical situation is that there is not a unique way of calculating the distance, and that those distance functions have a varying degree of mathematical niceness. In the specific situation of fuzzy sets, there are several (if not many) metrics: some are not separable, some are not complete, some do not define a convex combination space. Then the threefold requirement of separability, completeness, and the convex combination axioms is still quite strong. Thus, following the idea of the second author in [40, Theorem 4.2] both components are explicitly split apart:
(i) We use a nice metric $d$ for the structure-building. It defines measurability, integrability and expectation, for which it is assumed to be separable, complete and to define a convex combination space.
(ii) Then the convergence theorem is obtained in a different distance function $\rho$ which is asked to satisfy only weaker properties. It can fail to be separable or complete, to be a metric and to define a convex combination space. The $X_{n}$ may fail to converge in the nice metric $d$, and even to be random elements with respect to $\rho$. We still obtain the conclusion ' $X_{n} \rightarrow X$ weakly in $\rho$ implies $E\left[X_{n}\right] \rightarrow E[X]$ in $\rho$ '.

The nice structure of the space with the metric $d$ can be used to generate convergence theorems in specific spaces for different choices of $\rho$. The price to pay in the abstract theorem is the addition of appropriate assumptions on the relationship between $\rho$ and $d$, and between the $X_{n}$ and $\rho$.
2. The subspace $C$. When developing the applications in Section 6, we realized the convenience of not working in $\mathbb{E}$ but in a certain subset $C$. The rationale was that considering both $d$ and $\rho$ leads to situations in which $\rho$ cannot be defined in the whole of $\mathbb{E}$ without using infinite values. Then $C$ is used to restrict adequately the domain of $\rho$.

If $C$ were $d$-closed, since it is convex in $\mathbb{E}$ it would be a separable complete convex combination space itself. Thus, in the more interesting applications $C$ will be non-closed or even non-measurable in $\mathbb{E}$ (e.g., if $\mathbb{E}$ is the completion of $C$ then $C$ may not be measurable in $\mathbb{E}$ ). In absence of measurability, it is strictly necessary to distinguish between $C$ and $\mathbb{E}$ since measurability of $X_{n}, X$ as $C$-valued functions would not be equivalent to their measurability as $\mathbb{E}$-valued functions. This explains why the theorem cannot be stated using only one space. Also note that applying Theorem 3.1
as a 'generator' will produce a Vitali convergence theorem in $(C, \rho)$, not $(\mathbb{E}, d)$. Different choices of $\rho$ may come with different choices of $C$ and thus produce convergence theorems in different spaces.
3. Integrability of $X$. In the Vitali theorem for real-valued random variables (Lemma 2.4), the limit is not assumed to be integrable since it follows from the other conditions. If $\rho=d$, the integrability of $X$ can be proved using similar ideas combined with the key fact that $X$ is the (weak) limit of $X_{n}$ in $d$. That breaks down in the general case since the assumption is $X_{n} \rightarrow X$ weakly in $\rho$, not $d$. In that case it becomes necessary to check the integrability of $X$, but since one also has to prove $E[X] \in C$, it is not an additional burden to prove that $E[X]$ exists.
4. The existence of countably many $\rho$-continuous separating functions. This assumption is needed to apply Jakubowski's variant of the Skorokhod representation theorem. Applying Theorem 3.1 will typically not require looking for a countable sequence $\left\{f_{n}\right\}_{n}$ of separating functions. In many cases, $\rho$ will be a metric and the second part of the theorem will apply. For the case that condition ( $2^{\prime}$ ) is not met, it is not hard to prove the following:
(i) If $\rho$ is a separable metric then the condition is satisfied: take a countable dense subset $\left\{v_{n}\right\}_{n}$ and set $f_{n}=$ $\rho\left(v_{n}, \cdot\right) /\left(1+\rho\left(v_{n}, \cdot\right)\right)$.
(ii) If a space satisfies the condition then any finer topology in it does so as well: the $f_{n}$ themselves are still continuous in the finer topology.

For instance, in the case of fuzzy sets the metric $d_{\infty}$ is not separable but the weaker metric $d_{1}$ is, meaning that this condition is satisfied for $\rho=d_{\infty}$.

With respect to the measurability requirement, it is equivalent to require each $f_{i}\left(X_{n}\right)$ and $f_{i}(X)$ to be a random variable. This is enough to ensure that tightness and weak convergence are well defined in $(C, \rho)$, see the discussion in [16, pp. 169-170].

If the $X_{n}$ and $X$ are random elements with respect to $\rho$, that is immediately satisfied. If $\rho$ defines a finer topology than $d$ (e.g., if $\rho=d_{\infty}, d=d_{1}$ ), by the discussion above the requirement is satisfied. Also, if $\rho$ defines a coarser topology than $d$, since $X_{n}, X$ are random elements with respect to $d$ it is satisfied as well.
5. The $\rho$-tightness of $\left\{X_{n}\right\}_{n}$ and $X$. This condition is necessary to apply Jakubowski's theorem as well. Let us briefly comment on some special cases.

If $\rho$ is a separable complete metric (e.g., in the important case $\rho=d$ ), by Prokhorov's theorem the assumption that $X_{n}$ converges weakly already implies that this condition is satisfied. More generally, in a Prokhorov space (see [7, Definition 8.10.8]; that includes, e.g., all locally compact Hausdorff spaces) this condition can be eliminated or simplified, depending on the extra properties of the topology of $\rho$.

If $\rho$ defines a metrizable topology, by the results in [7, Section 8.10.(ii)] the tightness of each $X_{n}$ and $X$ individually, together with the weak convergence of $X_{n}$, ensure that the condition holds. In particular, if additionally $(C, \rho)$ is a Radon space (or, more specially, a Lusin or Suslin space) then the condition is always satisfied.

In non-metrizable spaces, useful ways to simplify this condition can be found in [45, Section 7].
6. Integrability conditions with respect to $\rho$. Since $X$ is integrable, the random variable $d(v, X)$ is integrable for each $v \in \mathbb{E}$. That is not enough to ensure $\rho(v, X)$ is integrable as well (such is the case, for instance, in spaces of fuzzy sets when $d=d_{1}, \rho=d_{\infty}, v=I_{\{0\}}$ ). However, as follows from the proof, $\rho(v, X)$ and $\rho(X, v)$ are always random variables, so the measurability of each $\rho\left(X_{n}, v_{2}\right)$ is granted and not part of the assumption.

Notice that uniform integrability is required for a variable of the form $\rho\left(X_{n}, v\right)$, not $\rho\left(v, X_{n}\right)$ (recall that $\rho$ is not required to be a symmetric function). Hence we prefer to use two points $v_{1}, v_{2}$ in the statement (although the proof is reduced to the case $v_{1}=v_{2}$ ) since, in the absence of symmetry, working with distances from $X_{n}$ and to $X_{n}$ may have to be done differently and it may be that the points $v_{1}, v_{2}$ for which checking the conditions is simpler, are different.

## 4. Proof of Theorem 3.1

We start by stating some results which will be used in the proof.

Lemma 4.1. Let $X, Y$ be integrable random elements of a complete separable convex combination space. If $P_{X}=P_{Y}$ then $E[X]=E[Y]$.

Proof. Assume first $X$ and $Y$ are simple. Since they are identically distributed, they must take on the same values $\left\{v_{i}\right\}_{i=1}^{k}$ with the same probabilities $p_{i}$. By definition,

$$
E[X]=E[Y]=\left[p_{i}, \mathbf{K}\left(v_{i}\right)\right]_{i=1}^{k} .
$$

For the general case, by Lemma 2.2 (1) there exists a sequence $\left\{\phi_{k}\right\}_{k}$ of measurable functions such that $\phi_{k}(X)$ and $\phi_{k}(Y)$ are simple random elements and $\phi_{k}(X) \rightarrow X$ and $\phi_{k}(Y) \rightarrow Y$ almost surely. Therefore

$$
d(E[X], E[Y]) \leq d\left(E[X], E\left[\phi_{k}(X)\right]\right)+d\left(E\left[\phi_{k}(X)\right], E\left[\phi_{k}(Y)\right]\right)+d\left(E\left[\phi_{k}(Y)\right], E[Y]\right)
$$

On one hand, $d\left(E[X], E\left[\phi_{k}(X)\right]\right) \rightarrow 0$, by Lemma 2.2 (1) and (2). Analogously, $d\left(E[Y], E\left[\phi_{k}(Y)\right]\right) \rightarrow 0$. On the other hand, since $\phi_{k}(X)$ and $\phi_{k}(Y)$ are simple random elements with the same distribution, $d\left(E\left[\phi_{k}(X)\right], E\left[\phi_{k}(Y)\right]\right)=$ 0 . Then $d(E[X], E[Y])=0$, namely $E[X]=E[Y]$.

The following characterization of uniform integrability can be found, e.g., in [3, Theorem 2.4.5, p. 57] (Proposition 2.4.12 in that book ensures that their definition of uniform integrability and ours are equivalent).

Lemma 4.2 (Dunford-Pettis theorem). Let $(\Omega, \mathcal{A}, P)$ be a probability space. Then a subset of $L^{1}(\Omega, \mathcal{A}, P)$ is uniformly integrable if and only if it is relatively compact in the weak topology of $L^{1}(\Omega, \mathcal{A}, P)$.

We will also use a recent metrization theorem [26, Theorem 3.26.(12)]. The following lemma contains part of the content of the theorem.

Lemma 4.3 (Mitrea). Let $\mathbb{E}$ be a set and $\rho: \mathbb{E} \times \mathbb{E} \rightarrow[0, \infty)$ a function for which constants $C_{0}, C_{1}>0$ exist such that, for all $x, y, z \in \mathbb{E}$,
(i) $\rho(x, y)=0 \Leftrightarrow x=y$,
(ii) $\rho(y, x) \leq C_{0} \cdot \rho(x, y)$,
(iii) $\rho(x, z) \leq C_{1} \cdot \max \{\rho(x, y), \rho(y, z)\}$.

Then the topology $\tau(\rho)$ is metrizable by a metric $\tilde{d}$ such that

$$
\begin{equation*}
C_{1}^{-2} \cdot \rho(x, y) \leq \tilde{d}(x, y)^{\log _{2} C_{1}} \leq C_{0} \cdot \rho(x, y) . \tag{1}
\end{equation*}
$$

Proof. The original result has max $\left\{1, C_{0}\right\}$ instead of $C_{0}$ in (1). But if $C_{0}<1$ holds true, a double application of (ii) gives $\rho(x, y) \leq C_{0}^{2} \cdot \rho(x, y)$ (i.e., $\rho(x, y)=0$ ) for arbitrary $x, y$. In view of $(i)$, either $C_{0} \geq 1$ or $\mathbb{E}$ has a single point, and in both cases the inequality holds with $C_{0}$ replacing $\max \left\{1, C_{0}\right\}$.

Note that the lower semicontinuity of $\rho$ with respect to $d$, by (1), passes on to $\tilde{d}$; but the midpoint convexity of $\rho$ will not be preserved by $\tilde{d}$ except in special cases.

We proceed now to the proof of Theorem 3.1.
Proof of Theorem 3.1. Since integrability does not depend on the chosen point, there exists a $v_{3} \in C$ satisfying both conditions (4) and (5). Reasoning by contradiction, assume that $\rho\left(E\left[X_{n}\right], E[X]\right)$ does not converge to 0 . Then there exist a subsequence $\left\{X_{n^{\prime}}\right\}_{n}$ of $\left\{X_{n}\right\}_{n}$ and a neighborhood $U$ of $E\left[X_{n^{\prime}}\right]$ such that $X_{n^{\prime}} \notin U$ for each $n \in \mathbb{N}$.

By Lemma 2.5, for an appropriate subsequence $\left\{X_{n^{\prime \prime}}\right\}_{n}$ of $\left\{X_{n^{\prime}}\right\}_{n}$, there exist random elements $Z_{n^{\prime \prime}}, Z$ : $\left([0,1], \mathcal{B}_{[0,1]}, \ell\right) \rightarrow(\mathbb{E}, \rho)$ such that $\ell_{Z_{n^{\prime \prime}}}=P_{X_{n^{\prime \prime}}}, \ell_{Z}=P_{X}$ and $Z_{n^{\prime \prime}}(t) \rightarrow Z(t)$ for every $t \in[0,1]$, with respect to the topology generated by $\rho$. Now, notice that $\mathcal{L}_{[0,1]}$ contains $\mathcal{B}_{[0,1]}$, so $Z_{n^{\prime \prime}}, Z:\left([0,1], \mathcal{L}_{[0,1]}, \mathbb{P}\right) \rightarrow(\mathbb{E}, \rho)$, with $\mathbb{P}$ being the completion of $\ell$, are random elements.

Although it is tempting to claim that the probability that $Z_{n^{\prime \prime}}$ and $Z$ are in $C$ is 1, the possible non-measurability of $C$ requires the following argument. Since

$$
\left\{\omega \in \Omega: X_{n^{\prime \prime}}(t) \in C\right\}=\Omega,
$$

it is in particular a measurable set. The metric space $(\mathbb{E}, d)$ is complete and separable, so it is Polish. By Lemma 2.6, $\left(\mathbb{E}, \mathcal{B}_{\mathbb{E}}\right)$ is perfect, whence there exists a $C_{n}^{*} \in \mathcal{B}_{\mathbb{E}}$ such that $C_{n}^{*} \subseteq C$ and

$$
P\left(X_{n^{\prime \prime}} \in C_{n}^{*}\right)=P\left(X_{n^{\prime \prime}} \in C\right)=1
$$

Since $Z_{n^{\prime \prime}}$ and $Z$ have the same distributions as $X_{n^{\prime \prime}}$ and $X$, and $C_{n}^{*} \in \mathcal{B}_{\mathbb{E}}$,

$$
\mathbb{P}\left(\left\{t \in[0,1]: Z_{n^{\prime \prime}}(t) \in C_{n}^{*}\right\}\right)=P\left(\left\{\omega \in \Omega: X_{n^{\prime \prime}}(\omega) \in C_{n}^{*}\right\}\right)=1 .
$$

Thus $\left\{t \in[0,1]: Z_{n^{\prime \prime}}(t) \notin C_{n}^{*}\right\}$ is an $\ell$-null set which contains $\left\{t \in[0,1]: Z_{n^{\prime \prime}}(t) \notin C\right\}$, therefore the latter is $\ell$-null too. Since the Lebesgue $\sigma$-algebra $\mathcal{L}_{[0,1]}$ is complete, $\left\{t \in[0,1]: Z_{n^{\prime \prime}}(t) \in C\right\}$ is measurable. In conclusion,

$$
\mathbb{P}\left(\left\{t \in[0,1]: Z_{n^{\prime \prime}}(t) \in C\right\}\right)=\mathbb{P}\left(\left\{t \in[0,1]: Z_{n^{\prime \prime}}(t) \in C^{*}\right\}\right)=1
$$

Accordingly, we define random elements $Y_{n^{\prime \prime}}$ as follows:

$$
Y_{n^{\prime \prime}}(t)= \begin{cases}Z_{n^{\prime \prime}}(t) & \text { if } Z_{n^{\prime \prime}}(t) \in C \\ v_{3} & \text { if } Z_{n^{\prime \prime}}(t) \notin C\end{cases}
$$

We similarly check that $\{t \in[0,1]: Z(t) \notin C\}$ is a null Lebesgue measurable set. Thus the set

$$
N=\{t \in[0,1]: Z(t) \notin C\} \cup \bigcup_{n \in \mathbb{N}}\left\{t \in[0,1]: Z_{n^{\prime \prime}}(t) \notin C\right\}
$$

is so as well. Let us check that the $Y_{n^{\prime \prime}}$ are random elements. For any $B \in \mathcal{B}_{\mathbb{E}}$,

$$
Y_{n^{\prime \prime}}^{-1}(B)=\left(N \cap Y_{n^{\prime \prime}}^{-1}(B)\right) \cup\left(N^{c} \cap Z_{n^{\prime \prime}}^{-1}(B)\right)
$$

where $N \cap Y_{n^{\prime \prime}}^{-1}(B)$ is null (hence Lebesgue measurable) and $N^{c} \cap Z_{n^{\prime \prime}}^{-1}(B)$ is measurable.
Let us show now that $Y_{n^{\prime \prime}}$ has the same distribution as $Z_{n^{\prime \prime}}$. For $B \in \mathcal{B}_{\mathbb{E}}$,

$$
\begin{aligned}
\mathbb{P}_{Y_{n^{\prime \prime}}}(B) & =\mathbb{P}\left(\left\{t \in[0,1]: Y_{n^{\prime \prime}}(t) \in B\right\}\right)=\mathbb{P}\left(\left\{t \in[0,1]: t \in Y_{n^{\prime \prime}}^{-1}(B)\right\}\right) \\
& =\mathbb{P}\left(\left(N \cap Y_{n^{\prime \prime}}^{-1}(B)\right) \cup\left(N^{c} \cap Z_{n^{\prime \prime}}^{-1}(B)\right)\right)=\mathbb{P}\left(N \cap Y_{n^{\prime \prime}}^{-1}(B)\right)+\mathbb{P}\left(N^{c} \cap Z_{n^{\prime \prime}}^{-1}(B)\right) \\
& =\mathbb{P}\left(\left\{t \in N^{c}: t \in Z_{n^{\prime \prime}}^{-1}(B)\right\}\right)=\mathbb{P}\left(\left\{t \in[0,1]: t \in Z_{n^{\prime \prime}}^{-1}(B)\right\}\right)=\mathbb{P}_{Z_{n^{\prime \prime}}}(B) .
\end{aligned}
$$

Analogously, one can define

$$
Y(t)= \begin{cases}Z(t) & \text { if } Z(t) \in C \\ v_{3} & \text { if } Z(t) \notin C\end{cases}
$$

and verify that it is a random element which takes values in $C$ and is distributed as $X$.
Next, by Lemma 2.1, $\left(Y_{n^{\prime \prime}}, Y\right): \Omega \rightarrow \mathbb{E} \times \mathbb{E}$ is Borel measurable in $d_{\max }$ (because the Borel $\sigma$-algebra of $d_{\max }$ equals the product $\sigma$-algebra $\mathcal{B}_{\mathbb{E}} \otimes \mathcal{B}_{\mathbb{E}}$ ). Since $\rho: \mathbb{E} \times \mathbb{E} \rightarrow \mathbb{R}$ is lower semicontinuous, the set

$$
\rho^{-1}((-\infty, t])=\{(x, y) \mid \rho(x, y) \leq t\}
$$

is closed for each $t \in \mathbb{R}$, hence $\rho$ is Borel measurable as a bivariate function. Therefore $\rho\left(Y_{n^{\prime \prime}}, Y\right)$, being the composition of measurable functions, is a random variable.

Let us show that $\left\{\rho\left(Y_{n^{\prime \prime}}, Y\right)\right\}_{n}$ is uniformly integrable. Since $Y_{n^{\prime \prime}}$ has the same distribution as $X_{n^{\prime \prime}}$, for each $n \in \mathbb{N}$ and $M \geq 0$ it follows that $\rho\left(Y_{n^{\prime \prime}}, v_{3}\right) \cdot I_{\left\{\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)>M\right\}}$ has the same distribution as $\rho\left(X_{n^{\prime \prime}}, v_{3}\right) \cdot I_{\left\{\rho\left(X_{n^{\prime \prime}}, v_{3}\right)>M\right\}}$. Hence

$$
E\left[\rho\left(Y_{n^{\prime \prime}}, v_{3}\right) \cdot I_{\left\{\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)>M\right\}}\right]=E\left[\rho\left(X_{n^{\prime \prime}}, v_{3}\right) \cdot I_{\left\{\rho\left(X_{n^{\prime \prime}}, v_{3}\right)>M\right\}}\right] .
$$

By an analogous reasoning, $E\left[\rho\left(v_{3}, Y\right)\right]=E\left[\rho\left(v_{3}, X\right)\right]$, so $\rho\left(v_{3}, Y\right)$ is an integrable random variable.
Set

$$
\begin{aligned}
T: L^{1}\left([0,1], \mathcal{L}_{[0,1]}, \mathbb{P}\right) & \rightarrow L^{1}\left([0,1], \mathcal{L}_{[0,1]}, \mathbb{P}\right) \\
f & \mapsto T(f)=f+\rho\left(v_{3}, Y\right) .
\end{aligned}
$$

Since $L^{1}\left([0,1], \mathcal{L}_{[0,1]}, \mathbb{P}\right)$ is a topological vector space and $\rho\left(v_{3}, Y\right)$ is integrable, $T$ is well defined and continuous. By Lemma 4.2, the set $\left\{\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)\right\}_{n}$ is relatively compact in the weak topology of $L^{1}\left([0,1], \mathcal{L}_{[0,1]}, \mathbb{P}\right)$. Since the
continuous image of a relatively compact set is relatively compact (e.g., [13, Theorem 6.8, p. 254]), $\left\{T\left(\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)\right)\right\}_{n}$ is also relatively weakly compact. Again by Lemma 4.2 , the sequence $\left\{\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)\right\}_{n}$ is uniformly integrable.

Then for $\varepsilon>0$, there exists an $M^{*}>0$ such that

$$
E\left[\left(\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)\right) \cdot I_{\left\{\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)>M^{*}\right\}}\right] \leq \varepsilon / R,
$$

where $R>0$ is the constant in the relaxed triangle inequality for the quasimetric $\rho$. Letting $M=R \cdot M^{*}$,

$$
\begin{aligned}
E\left[\rho\left(Y_{n^{\prime \prime}}, Y\right) \cdot I_{\left\{\rho\left(Y_{n^{\prime \prime}}, Y\right)>M\right\}}\right] & \leq E\left[R \cdot\left(\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)\right) \cdot I_{\left\{\rho\left(Y_{n^{\prime \prime}}, Y\right)>M\right\}}\right] \\
& \leq E\left[R \cdot\left(\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)\right) \cdot I_{\left\{R \cdot\left(\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)\right)>M\right\}}\right] \\
& \leq R \cdot E\left[\left(\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)\right) \cdot I_{\left\{\left(\rho\left(Y_{n^{\prime \prime}}, v_{3}\right)+\rho\left(v_{3}, Y\right)\right)>M^{*}\right\}}\right] \leq \varepsilon .
\end{aligned}
$$

Thus, $\left\{\rho\left(Y_{n^{\prime \prime}}, Y\right)\right\}_{n}$ is uniformly integrable. Recall that, by construction, $Y_{n^{\prime \prime}} \rightarrow Y$ in $\rho$ almost surely. By Lemma 2.4, $E\left[\rho\left(Y_{n^{\prime \prime}}, Y\right)\right] \rightarrow 0$. By Lemma 2.2 (2), $\rho\left(E\left[Y_{n^{\prime \prime}}\right], E[Y]\right) \leq E\left[\rho\left(Y_{n^{\prime \prime}}, Y\right)\right]$, so it follows that

$$
\rho\left(E\left[Y_{n^{\prime \prime}}\right], E[Y]\right) \rightarrow 0 .
$$

By Lemma 4.1, $E[X]=E[Y]$ and $E\left[X_{n^{\prime \prime}}\right]=E\left[Y_{n^{\prime \prime}}\right]$ for every $n^{\prime \prime} \in \mathbb{N}$. Therefore

$$
\rho\left(E\left[X_{n^{\prime \prime}}\right], E[X]\right) \rightarrow 0 .
$$

This contradicts the fact that $X_{n^{\prime \prime}} \notin U$ for each $n \in \mathbb{N}$ (recall that $U$ is a neighborhood of $E[X]$ ). Accordingly, it is false that $E\left[X_{n}\right]$ does not $\rho$-converge to $E[X]$. That proves the first part.

The proof of the second part is very similar. Lemma 4.3 provides a topologically equivalent metric $\tilde{d}$. Indeed, $\rho$ satisfies the assumptions in the lemma, with $C_{1}=2 R$ in (iii), since the sum of two terms is bounded above by twice their maximum. Observe then that both weak convergence and almost sure convergence only depend on the topology, so a Skorokhod representation theorem for $\tilde{d}$ yields a Skorokhod representation for $\rho$. That allows us to use a Skorokhod theorem for metric instead of nonmetric spaces. The assumptions in Wichura's version [46, Theorem 1] are (2') and ( $3^{\prime}$ ) instead of (2) and (3). The remainder of the proof is analogous, using $\rho$. As discussed before, since $\tilde{d}$ may fail to be midpoint convex it cannot replace $\rho$ in the whole of the proof. Note that, in [46, Theorem 1], the measurable space is not guaranteed to be $[0,1]$; the role of the Lebesgue $\sigma$-algebra in the proof is played by the completion of the $\sigma$-algebra of that space.

## 5. Dominated convergence theorem and variants of the Vitali convergence theorem

In this section we present alternative forms of Theorem 3.1 and derive similar versions of the dominated convergence theorem.

Let us begin by stating the Vitali theorem in the special case, when the convergence is in the metric given by the structure of convex combination space (i.e., $C=\mathbb{E}$ and $\rho=d$ ).

Corollary 5.1. Let $(\mathbb{E}, d)$ be a separable complete convex combination space. Let $X_{n}$ and $X$ be random elements in $\mathbb{E}$ such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d$.

If $X_{n} \rightarrow X$ weakly in $d$, then $d\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.
Proof. We will apply the second part of Theorem 3.1. If $\rho=d$, obviously the assumptions on $\rho$, as well as ( $2^{\prime}$ ) and ( $3^{\prime}$ ), are satisfied. From the uniform integrability follows the finiteness of $E\left[d\left(X_{n}, v\right)\right]$, i.e. the integrability of the $X_{n}$. The integrability of $X$ in (1) follows then reasoning like in the real case, with an application of Skorokhod's representation theorem to obtain an almost surely converging sequence with the same distributions. Assumption (4) is just the same thing as integrability, whereas (5) is the uniform integrability assumed in the statement of the corollary.

When particularized to $\mathbb{R}$, this corollary is still stronger than the form of the Vitali theorem used in the proof (Lemma 2.4).

Using the equivalence between uniform integrability in $\mathbb{E}$ and uniform integrability of a sequence of distances, from the Vitali theorem one can obtain a dominated convergence theorem as follows.

Corollary 5.2. Let $(\mathbb{E}, d)$ be a separable complete convex combination space. Let $X_{n}$ and $X$ be random elements in $\mathbb{E}$ such that, for some $v_{2} \in \mathbb{E}$, there exists a $g \in L^{1}(\Omega, \mathcal{A}, P)$ with $d\left(X_{n}, v_{2}\right) \leq g$ for all $n \in \mathbb{N}$.

If $X_{n} \rightarrow X$ weakly in $\rho$, then $\rho\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.
Proof. By hypothesis, the sequence of random variables $\left\{\rho\left(X_{n}, v_{2}\right)\right\}_{n}$ is dominated by a function in $L^{1}(\Omega, \mathcal{A}, P)$. By [8, Remark 3.13.(b), p. 72], every dominated sequence is uniformly integrable. Then, for all $\varepsilon>0$, there exists an $M \geq 0$ such that

$$
E\left[\rho\left(X_{n}, v_{2}\right) \cdot I_{\left\{\rho\left(X_{n}, v_{2}\right)>M\right\}}\right] \leq \varepsilon,
$$

that is, $\left\{\rho\left(X_{n}, v_{2}\right)\right\}_{n}$ is uniformly integrable. For the result, it suffices to apply Corollary 5.1.
The assumptions involved in the Skorokhod theorems are not necessary if the weak convergence is suitably strenghtened.

Theorem 5.3. Let $(\mathbb{E}, d)$ be a separable complete convex combination space. Let $C$ be a convex subset of $\mathbb{E}$. Let $\rho$ be a midpoint convex, lower semicontinuous quasimetric in $C$. Let $X_{n}$ and $X$ be random elements in $\mathbb{E}$ taking on values in $C$ such that there exist $v_{1}, v_{2} \in C$ verifying

1. $X_{n}$ and $X$ are integrable, and $E\left[X_{n}\right], E[X] \in C$.
2. $E\left[\rho\left(v_{1}, X\right)\right]<\infty$.
3. $\left\{\rho\left(X_{n}, v_{2}\right)\right\}_{n}$ is uniformly integrable.

If $X_{n} \rightarrow X$ in probability in $\rho$, then $\rho\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.
Proof. We begin by dispelling the concern whether it makes sense to say that $X_{n} \rightarrow X$ in probability in $\rho$, since no measurability assumption with respect to $\rho$ remains. That convergence in probability is, by definition, the same thing as saying that $\rho\left(X_{n}, X\right) \rightarrow 0$ in probability. And in the proof of Theorem 3.1 it is shown that $\rho\left(Y_{n^{\prime \prime}}, Y\right)$ is a random variable; the same argument applies to $\rho\left(X_{n}, X\right)$.

To obtain the theorem under the assumption that $X_{n} \rightarrow X$ in probability, consider the subsequence $\left\{X_{n^{\prime}}\right\}_{n}$ taken in the first paragraph of the proof of Theorem 3.1. Since $\rho\left(X_{n^{\prime}}, X\right) \rightarrow 0$ in probability, there must be a further subsequence $\left\{\rho\left(X_{n^{\prime \prime}}, X\right)\right\}_{n}$ converging to 0 almost surely. Namely, $X_{n^{\prime \prime}} \rightarrow X$ almost surely in $\rho$. With this almost surely convergent subsequence, the proof of Theorem 3.1 carries on with $X_{n^{\prime \prime}}, X$ in place of $Y_{n^{\prime \prime}}, Y$. Since it becomes unnecessary to invoke the Skorokhod representation theorem, auxiliary variables $Z_{n^{\prime \prime}}, Z$ are not needed and assumptions (2) and (3) can be omitted.

The corresponding dominated convergence theorem is as follows.
Corollary 5.4. Let $(\mathbb{E}, d)$ be a separable complete convex combination space. Let $C$ be a convex subset of $\mathbb{E}$. Let $\rho$ be a midpoint convex, lower semicontinuous metric in $C$. Let $X_{n}$ and $X$ be random elements in $\mathbb{E}$ taking on values in $C$ such that there exist $v_{1}, v_{2} \in C$ verifying

1. $X_{n}$ and $X$ are integrable, and $E\left[X_{n}\right], E[X] \in C$.
2. $E\left[\rho\left(X, v_{1}\right)\right]<\infty$.
3. For some $v_{2} \in \mathbb{E}$, there exists a $g \in L^{1}(\Omega, \mathcal{A}, P)$ such that $\rho\left(X_{n}, v_{2}\right) \leq g$ for all $n \in \mathbb{N}$.

If $X_{n} \rightarrow X$ in probability in $\rho$, then $\rho\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.
Finally, we will state dominated convergence theorems corresponding to Theorem 3.1. While Corollary 5.6 is valid for a quasisymmetric quasimetric, for ease of reference we state it for a metric.

Corollary 5.5. Let $(\mathbb{E}, d)$ be a separable complete convex combination space. Let $C$ be a convex subset of $\mathbb{E}$. Let $\rho$ be a midpoint convex, lower semicontinuous quasimetric in $C$. Let $X_{n}$ and $X$ be random elements in $\mathbb{E}$ taking on values in $C$ such that there exist $v_{1}, v_{2} \in C$ verifying

1. $X_{n}$ and $X$ are integrable, and $E\left[X_{n}\right], E[X] \in C$.
2. There exists a countable family $\left\{f_{i}: \mathbb{E} \rightarrow[-1,1]\right\}_{i \in \mathbb{N}}$ of $\rho$-continuous functions which separates points in $\mathbb{E}$, and the $X_{n}$ and $X$ are measurable with respect to the $\sigma$-algebra generated by the $\left\{f_{i}\right\}_{i}$.
3. $\left\{X_{n}\right\}_{n}$ is $\rho$-tight and $X$ is $\rho$-tight.
4. $E\left[\rho\left(v_{1}, X\right)\right]<\infty$.
5. For some $v_{2} \in \mathbb{E}$, there exists a $g \in L^{1}(\Omega, \mathcal{A}, P)$ such that $\rho\left(X_{n}, v_{2}\right) \leq g$ for all $n \in \mathbb{N}$.

If $X_{n} \rightarrow X$ weakly in $\rho$, then $\rho\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.
Corollary 5.6. If in Corollary $5.5 \rho$ is a metric and assumptions 2 and 3 are replaced by 2' and 3' below, its conclusion still holds.

2'. $X_{n}, X$ are random elements with respect to $\rho$.
3'. X takes on values almost surely in a $\rho$-separable subset of $C$.

## 6. Applications

In this section, we will present a number of theorems in specific spaces or types of spaces, which follow from Theorem 3.1. We will show that both results from the literature and results not in the literature can be reached with our approach. Our aim is to illustrate how to apply that theorem even in cases where the space is not a complete separable convex combination space. It should be understood that, in some cases, a direct proof is simpler than a proof through Theorem 3.1 or may not involve steps like establishing the lower semicontinuity of $\rho$ with respect to $d$.

A detailed comparison with the literature will be performed in Section 7. Applications focus on spaces of crisp and fuzzy sets, as well as the space of probability distributions discussed in the Introduction. Further examples of convex combination spaces can be found, for instance, in [41,37].

For space reasons, we will not write explicitly the version of the dominated convergence theorem which follows from each instance of a Vitali theorem.

### 6.1. Space of probability distributions with finite variance

Let $\mathcal{P}_{2}(\mathbb{R})$ denote the space of all probability distributions in the real line having finite variance. This space is endowed with the convex combination operation

$$
\left[\lambda_{i}, P_{i}\right]_{i=1}^{n}=\lambda_{1} \cdot P_{1} * \ldots * \lambda_{n} \cdot P_{n}
$$

i.e., $\left[\lambda_{i}, P_{i}\right]_{i=1}^{n}$ is the distribution of a random variable $\sum_{i=1}^{n} \lambda_{i} X_{i}$ where the $X_{i}$ are independent, each having $P_{i}$ as its distribution. With the Wasserstein metric $w_{2}$ (both the operation $*$ and the metric were defined in the Introduction), the space $\mathcal{P}_{2}(\mathbb{R})$ becomes a complete separable convex combination space [40, Lemma 6.2].

In that space, the expectation of a random distribution is always a degenerate distribution (which can be identified with a non-random number). This is related to the extreme scarceness of convex points in the space, and to the fact that only convex points can possibly be the limits in the law of large numbers: the only convex points are the degenerate distributions. An example will clarify that: the formula

$$
\left[n^{-1}, \mathcal{N}(\mu, \sigma)\right]_{i=1}^{n}=\mathcal{N}\left(\mu, \frac{\sigma}{\sqrt{n}}\right) \rightarrow \delta_{\mu}
$$

implies that the expectation of a degenerate random distribution which is constantly $\mathcal{N}(\mu, \sigma)$ is $\delta_{\mu}$ (i.e., it is given by the expectation of the $\mathcal{N}(\mu, \sigma))$, not $\mathcal{N}(\mu, \sigma)$ itself like in a linear space. Due to this phenomenon, the law of large numbers in this space has the interesting corollary that a sequence $n^{-1} \sum_{i=1}^{n} X_{i}$ of averages of random variables will converge to a non-random value if the distribution of each $X_{i}$ is chosen randomly.

For any integrable random element $X$ of $\mathcal{P}_{2}(\mathbb{R})$, let $\mu_{X}$ be defined by the identity $E(X)=\delta_{\mu_{X}}$. As an application of Corollary 5.1, we have the following Vitali-type theorem.

Corollary 6.1. Let $X_{n}$ and $X$ be random elements of $\mathcal{P}_{2}(\mathbb{R})$ such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $w_{2}$. If $X_{n} \rightarrow X$ weakly in $w_{2}$ then $\mu_{X_{n}} \rightarrow \mu_{X}$.

Proof. By Corollary 5.1,

$$
\left|\mu_{X_{n}}-\mu_{X}\right|=w_{2}\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0 .
$$

### 6.2. Fuzzy sets with the $d_{p}$-metric

Consider the metric space $\left(\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right), d_{p}\right)$, with $p \in[0, \infty)$. From [19, Corollary 3.3], it is the completion of $\left(\mathcal{F}_{c}\left(\mathbb{R}^{d}\right), d_{p}\right)$ whence it is separable and complete. Being that completion, it is a convex combination space as well [42, Section 3]. Therefore, Corollary 5.1 applies.

Corollary 6.2. Let $X_{n}, X: \Omega \rightarrow \widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)$ be random elements such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d_{p}$. If $X_{n} \rightarrow X$ weakly in $d_{p}$, then $d_{p}\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.

We will now consider non-convex fuzzy sets in the space $\left(\mathcal{F}\left(\mathbb{R}^{d}\right), d_{p}\right)$.
Proposition 6.3. Let $X_{n}, X: \Omega \rightarrow \mathcal{F}\left(\mathbb{R}^{d}\right)$ be fuzzy random variables such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d_{p}$. If $X_{n} \rightarrow X$ weakly in $d_{p}$, then $d_{p}\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.

Proof. By [2, Theorem 3.1], $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$ is a measurable subset of $\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)$. Next, notice that co $X_{n}$ is a random element in $\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)$ : for any $B \in \mathcal{B}_{\left(\mathcal{F}_{c}\left(\mathbb{R}^{d}\right), d_{p}\right)}$,

$$
(\operatorname{co} X)^{-1}(B)=(\operatorname{co} X)^{-1}\left(B \cap \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)\right) \in \mathcal{A}
$$

Next, let $\varepsilon>0$ and $M \geq 0$ be such that

$$
E\left[d\left(X_{n}, v\right) \cdot I_{\left\{d\left(X_{n}, v\right)>M\right\}}\right] \leq \varepsilon
$$

for every $n \in \mathbb{N}$. Then, by [41, Lemma 6.1] for every $K, L \in \mathcal{K}\left(\mathbb{R}^{d}\right)$ we have

$$
d_{H}(\operatorname{co} K, \operatorname{co} L) \leq d_{H}(K, L)
$$

Then

$$
E\left[d_{p}\left(\operatorname{co} X_{n}, v\right) \cdot I_{\left\{d_{p}\left(\operatorname{co} X_{n}, v\right)>M\right\}}\right] \leq E\left[d_{p}\left(X_{n}, v\right) \cdot I_{\left\{d_{p}\left(X_{n}, v\right)>M\right\}}\right] \leq \varepsilon .
$$

By the continuous mapping theorem in [2, Theorem 5.1], co $X_{n} \rightarrow \operatorname{co} X$ weakly in $d_{p}$. Corollary 5.1 allows us to conclude $E\left[\operatorname{co} X_{n}\right] \rightarrow E[\operatorname{co} X]$ in $d_{p}$. Finally, by [39, Proposition 17], $E[\cos X]=E[X]$, hence $E\left[X_{n}\right] \rightarrow E[X]$ in $d_{p}$.

Remark 6.1. From [42, Theorem 5], $\left(E[X]_{\alpha}\right)=E\left[X_{\alpha}\right]$ for each $\alpha \in(0,1]$, i.e., the expectation in $\mathcal{F}\left(\mathbb{R}^{d}\right)$ as a convex combination space is consistent with the expectation of each $\alpha$-cut in $\mathcal{K}\left(\mathbb{R}^{d}\right)$ as a convex combination space (just like the Puri-Ralescu expectation [32] is consistent with the Aumann expectation of each $\alpha$-cut).

Under mild conditions, but not always, both expectations in $\mathcal{K}\left(\mathbb{R}^{d}\right)$ are equal. More specifically, $E[X]$ will be the same fuzzy set defined by Puri and Ralescu whenever $X$ takes on convex values or the space $(\Omega, \mathcal{A}, P)$ is nonatomic.

### 6.3. Fuzzy sets with the $d_{\infty}$-metric

The metric $d_{\infty}$ is not separable, whence it is not possible to apply, like in the preceding examples, the Vitali theorem for the metric of a complete separable convex combination space. Correspondingly, we will consider $d=d_{1}$ and $\rho=d_{\infty}$ in Theorem 3.1. That requires showing that $d_{\infty}$, as a bivariate function, is lower semicontinuous with respect to $d_{1}$. The known fact that $d_{\infty}(X, Y)$ is a random variable for any fuzzy random variables $X, Y$ with values in $\mathcal{F}\left(\mathbb{R}^{d}\right)$ implies that $d_{\infty}$ is measurable (just take $X, Y$ to be the coordinate projections in $\mathcal{F}\left(\mathbb{R}^{d}\right) \times \mathcal{F}\left(\mathbb{R}^{d}\right)$ ). Thus the following proposition sharpens measurability to lower semicontinuity.

Proposition 6.4. Let $p \in[1, \infty)$. The metric $d_{\infty}$ is lower semicontinuous as a function on $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right) \times \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$ when $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$ is endowed with the metric $d_{p}$.

Proof. First, notice that if a metric $\delta$ is lower semicontinuous with respect to $\delta^{\prime}$, then it is also lower semicontinuous in any finer topology. Thus it suffices to consider the case $p=1$. Further, the metrics $d_{1}$ and $\rho_{1}$ are equivalent, whence lower semicontinuity with respect to $d_{1}$ and $\rho_{1}$ is the same thing.

Since any real function $f$ is lower semicontinuous if and only if the sets $\{f \leq t\}$ are closed for each $t \in \mathbb{R}$, the proof will be complete if we show that

$$
\left\{\begin{array}{l}
\rho_{1}\left(U_{n}, U\right) \rightarrow 0 \\
\rho_{1}\left(V_{n}, V\right) \rightarrow 0 \\
d_{\infty}\left(U_{n}, V_{n}\right) \leq t
\end{array}\right.
$$

imply $d_{\infty}(U, V) \leq t$.
As $\rho_{1}\left(U_{n}, U\right) \rightarrow 0$, using Fatou's lemma

$$
\begin{aligned}
0 & \leq \int_{[0,1] \times \mathbb{S}^{d-1}} \liminf _{n}\left|s_{U_{n}}(r, \alpha)-s_{U}(r, \alpha)\right| d r d \alpha \\
& \leq \liminf _{n} \int_{[0,1] \times \mathbb{S}^{d-1}}\left|s_{U_{n}}(r, \alpha)-s_{U}(r, \alpha)\right| d r d \alpha=\liminf _{n} \rho_{1}\left(U_{n}, U\right)=0 .
\end{aligned}
$$

Thus

$$
\int_{[0,1] \times \mathbb{S}^{d-1}} \liminf _{n}\left|s_{U_{n}}(r, \alpha)-s_{U}(r, \alpha)\right| d r d \alpha=0
$$

Since $\liminf _{n}\left|s_{U_{n}}-s_{U}\right|$ is a non-negative function, there exists a null set $N_{1} \subseteq[0,1] \times \mathbb{S}^{d-1}$ such that

$$
\liminf _{n}\left|s_{U_{n}}(r, \alpha)-s_{U}(r, \alpha)\right|=0
$$

for each $(r, \alpha) \notin N_{1}$. Analogously, there exists a null set $N_{2}$ such that

$$
\liminf _{n}\left|s_{V_{n}}(r, \alpha)-s_{V}(r, \alpha)\right|=0
$$

for each $(r, \alpha) \notin N_{2}$. Fix for now some arbitrary $(r, \alpha) \notin N_{1} \cup N_{2}$. Also fix an arbitrary $\varepsilon>0$. Then there exists a subsequence $\left\{n^{\prime}\right\}_{n}$ such that

$$
\left|s_{U_{n^{\prime}}}(r, \alpha)-s_{U}(r, \alpha)\right| \rightarrow 0 .
$$

Next, there exists a further subsequence $\left\{n^{\prime \prime}\right\}_{n}$ of $\left\{n^{\prime}\right\}_{n}$ such that

$$
\left|s_{V_{n^{\prime \prime}}}(r, \alpha)-s_{V}(r, \alpha)\right| \rightarrow 0 .
$$

Accordingly, there exists an $m \in \mathbb{N}$ such that $\left|s_{U_{m}}(r, \alpha)-s_{U}(r, \alpha)\right|<\varepsilon$ and $\left|s_{V_{m}}(r, \alpha)-s_{V}(r, \alpha)\right|<\varepsilon$. Notice that $m$ depends on the choice of $(r, \alpha)$ but this will not be an obstacle for the proof. Since

$$
d_{\infty}\left(U_{m}, V_{m}\right)=\sup _{(r, \alpha) \in \mathbb{S}^{d-1} \times[0,1]}\left|s_{U_{m}}(r, \alpha)-s_{V_{m}}(r, \alpha)\right|,
$$

we have

$$
\left|s_{U}(r, \alpha)-s_{V}(r, \alpha)\right| \leq\left|s_{U}(r, \alpha)-s_{U_{m}}(r, \alpha)\right|+\left|s_{U_{m}}(r, \alpha)-s_{V_{m}}(r, \alpha)\right|+\left|s_{V_{m}}(r, \alpha)-s_{V}(r, \alpha)\right|<t+2 \varepsilon .
$$

Therefore

$$
\sup _{(r, \alpha) \in\left(\mathbb{S}^{d-1} \times[0,1]\right) \backslash\left(N_{1} \cup N_{2}\right)}\left|s_{U}(r, \alpha)-s_{V}(r, \alpha)\right| \leq t+2 \varepsilon .
$$

Now let $\pi_{i}$ be the projection over the $i$ th coordinate $(i=1,2)$ of $\mathbb{S}^{d-1} \times[0,1]$. Take any $(\alpha, r) \in N_{1} \cup N_{2}$. If $\alpha>0$ then there exist sequences $\left\{\alpha_{k}\right\}_{k} \subseteq \pi_{2}\left(\left(\mathbb{S}^{d-1} \times[0,1]\right) \backslash\left(N_{1} \cup N_{2}\right)\right)$ such that $\alpha_{k} \nearrow \alpha$ and $\left\{r_{l}\right\}_{l} \subseteq \pi_{1}\left(\left(\mathbb{S}^{d-1} \times[0,1]\right) \backslash\right.$
$\left.\left(N_{1} \cup N_{2}\right)\right)$ such that $r_{l} \rightarrow r$. And if $\alpha=0$ then there exist sequences $\left\{\alpha_{k}\right\}_{k} \subseteq \pi_{2}\left(\left(\mathbb{S}^{d-1} \times[0,1]\right) \backslash\left(N_{1} \cup N_{2}\right)\right)$ such that $\alpha_{k} \searrow 0$ and $\left\{r_{l}\right\}_{l}$ defined as in the previous case such that $r_{l} \rightarrow r$. By the triangle inequality,

$$
\left|s_{U}(r, \alpha)-s_{V}(r, \alpha)\right| \leq\left|s_{U}(r, \alpha)-s_{U}\left(r_{l}, \alpha_{k}\right)\right|+\left|s_{U}\left(r_{l}, \alpha_{k}\right)-s_{V}\left(r_{l}, \alpha_{k}\right)\right|+\left|s_{V}\left(r_{l}, \alpha_{k}\right)-s_{V}(r, \alpha)\right|
$$

For the first summand,

$$
\left|s_{U}(r, \alpha)-s_{U}\left(r_{l}, \alpha_{k}\right)\right| \leq\left|s_{U}(r, \alpha)-s_{U}\left(r, \alpha_{k}\right)\right|+\left|s_{U}\left(r, \alpha_{k}\right)-s_{U}\left(r_{l}, \alpha_{k}\right)\right|
$$

Since $s_{U}(r, \cdot)$ is left continuous (e.g., [25, Theorem 3.1]) for all $r \in \mathbb{S}^{d-1}$ and all $U \in \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$, it follows that for any $\varepsilon>0$ there exists a $\delta>0$ such that for $\alpha^{\prime} \in[\alpha-\delta, \alpha]$, it holds that $\left|s_{U}(r, \alpha)-s_{U}\left(r, \alpha^{\prime}\right)\right|<\varepsilon$. For $\varepsilon>0$, it suffices to take $k_{1}^{*} \in \mathbb{N}$ such that $\alpha_{k_{1}^{*}} \in[\alpha-\delta, \alpha]$.

By an analogous reasoning,

$$
\left|s_{V}(r, \alpha)-s_{V}\left(r_{l}, \alpha_{k}\right)\right| \leq\left|s_{V}(r, \alpha)-s_{V}\left(r, \alpha_{k}\right)\right|+\left|s_{V}\left(r, \alpha_{k}\right)-s_{V}\left(r_{l}, \alpha_{k}\right)\right|
$$

and there exists a $k_{2}^{*} \in \mathbb{N}$ such that $\left|s_{V}(r, \alpha)-s_{V}\left(r, \alpha_{k_{2}^{*}}\right)\right|<\varepsilon$. Finally, set $k^{*}=\max \left\{k_{1}^{*}, k_{2}^{*}\right\}$.
Next, $s_{U}\left(\cdot, \alpha_{k^{*}}\right)$ is continuous for all $U \in \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$, so there exists an $l^{*}$ such that $\left|s_{U}\left(r, \alpha_{k^{*}}\right)-s_{U}\left(r_{l^{*}}, \alpha_{k^{*}}\right)\right|<\varepsilon$ and $\left|s_{V}\left(r, \alpha_{k^{*}}\right)-s_{V}\left(r_{l^{*}}, \alpha_{k^{*}}\right)\right|<\varepsilon$. Then

$$
\left|s_{U}(r, \alpha)-s_{V}(r, \alpha)\right|<t+4 \varepsilon
$$

In conclusion,

$$
d_{\infty}(U, V)=\sup _{(r, \alpha) \in \mathbb{S}^{d-1} \times[0,1]}\left|s_{U}(r, \alpha)-s_{V}(r, \alpha)\right| \leq t+4 \varepsilon
$$

so $d_{\infty}(U, V) \leq t$, as wished, by the arbitrariness of $\varepsilon$.
Remark 6.2. Since $\mathbb{S}^{d-1} \times[0,1]$ is a separable set, the existence of the sequences mentioned in the preceding result is guaranteed. For the sequence $\left\{\alpha_{k}\right\}_{k}$ (if $\alpha>0$ ), it suffices to take any element $\alpha_{k} \in\left[\left(\alpha-k^{-1}\right)_{+}, \alpha\right] \cap \pi_{2}\left(\mathbb{S}^{d-1} \times[0,1]\right)$. The case $\alpha=0$ is analogous. For $\left\{r_{l}\right\}_{l}$, notice that every set $M \subseteq \mathbb{S}^{d-1}$ such that $\mathbb{S}^{d-1} \backslash M$ is null, is dense. Reasoning by contradiction, suppose that $M$ is not dense, then there exists an $x \notin M$ such that $d(x, M)>\varepsilon$, hence $B=\{y \in$ $\left.\mathbb{S}^{d-1}: d(x, y)<\varepsilon\right\}$ is an open set such that $B \cap M=\emptyset$ with nonzero measure.

There follows that $d_{\infty}$ is lower semicontinuous but cannot be upper semicontinuous.
Corollary 6.5. $d_{\infty}$ is not upper semicontinuous with respect to $d_{p}$.

Proof. If $d_{\infty}$ were upper semicontinuous in $d_{p}$, it would be continuous and both metrics would induce the same topology, which is not true.

We finally reach the Vitali theorem for $d_{\infty}$.
Theorem 6.6. Let $X_{n}$ and $X$ be integrably bounded fuzzy random variables in $\mathcal{F}\left(\mathbb{R}^{d}\right)$ such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d_{\infty}$. Assume further that one of the following sets of conditions hold:
(a) co $X_{n}$, co $X$ are random elements with respect to $d_{\infty}$, and co $X$ takes on values almost surely in a $d_{\infty}$-separable subset of $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$.
(b) $\left\{X_{n}\right\}_{n}$ is $d_{\infty}$-tight, and $X$ is $d_{\infty}$-tight.

$$
\text { If } X_{n} \rightarrow X \text { weakly in } d_{\infty}, \text { then } d_{\infty}\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0
$$

Proof. First, suppose that $X_{n}$ and $X$ take on values in $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$. Since $X_{n}$ and $X$ are integrably bounded, it follows that they are integrable. Next, $E\left[X_{n}\right], E[X] \in \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$. Take a countable dense set $\left\{U_{i}\right\}_{i \in \mathbb{N}} \subseteq \mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$ and set

$$
f_{i}=\frac{d_{p}\left(\cdot, U_{i}\right)}{1+d_{p}\left(\cdot, U_{i}\right)}
$$

Since $d_{\infty}$ is stronger than $d_{p}$, the $f_{i}$ are continuous and for $U \neq V$ there exists some $U_{i}$ such that $f_{i}(U)<f_{i}(V)$ since some $U_{i}$ are closer to $U$ than to $V$ because $\left\{U_{i}\right\}_{i \in \mathbb{N}}$ is dense. Besides, since $X_{n}$ and $X$ are Borel measurable in $d_{p}$ we can conclude that $f_{i}\left(X_{n}\right)$ and $f_{i}(X)$ are random variables. Moreover,

$$
E\left[d_{\infty}\left(I_{\{0\}}, X\right)\right]=E\left[d_{H}\left(\{0\}, X_{0}\right)\right]<\infty
$$

since $X$ is integrably bounded. Then we can apply Theorem 3.1 with $\mathbb{E}=\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right), C=\mathcal{F}_{c}\left(\mathbb{R}^{d}\right), d=d_{1}, \rho=d_{\infty}$ and $v_{1}=v_{2}=I_{\{0\}}$ and obtain $E\left[X_{n}\right] \rightarrow E[X]$ in $d_{\infty}$.

For the general case, reasoning like in Proposition 6.3 one can conclude that $E\left[\operatorname{co} X_{n}\right] \rightarrow E[\operatorname{co} X]$ in $d_{\infty}$ implies $E\left[X_{n}\right] \rightarrow E[X]$ in $d_{\infty}$.

Remark 6.3. The condition on the values of $X$ which appears in (a) above can be checked with the characterization of $d_{\infty}$-separability in [36, Theorem 1]. Namely, $\mathfrak{A} \subseteq \mathcal{F}\left(\mathbb{R}^{d}\right)$ is $d_{\infty}$-separable if and only if the discontinuity set

$$
D(\mathfrak{A})=\left\{\alpha \in(0,1] \mid \text { the mapping } \alpha \mapsto U_{\alpha} \text { is discontinuous at } \alpha \text { for some } U \in \mathfrak{A}\right\}
$$

is at most countable.
Since conditions (a) and (b) come, respectively, from ( $2^{\prime}-3^{\prime}$ ) and (3) in Theorem 3.1, and as shown in the previous section these are not necessary if weak convergence is strengthened to convergence in probability, we have the following corollary.

Corollary 6.7. Let $X_{n}$ and $X$ be fuzzy random variables in $\mathcal{F}\left(\mathbb{R}^{d}\right)$ such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d_{\infty}$. If $X_{n} \rightarrow X$ in probability in $d_{\infty}$, then $d_{\infty}\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.

### 6.4. Compact sets with the Hausdorff metric

Our version for random compact sets is stated below, which is a consequence of Lemma 2.3 and Corollary 5.1.
Corollary 6.8. Let $(\mathbb{E}, d)$ be a complete and separable convex combination space. Let $X_{n}$ and $X$ be integrable random compact sets in $\mathbb{E}$ such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d_{H}$. If $X_{n} \rightarrow X$ weakly in $d_{H}$, then $E\left[X_{n}\right] \rightarrow E[X]$ in $d_{H}$.

Proof. By Lemma 2.3, $\mathcal{K}(\mathbb{E})$ is a complete and separable convex combination space, then Corollary 5.1 can be applied.

### 6.5. Compact convex sets with the Bartels-Pallaschke metric

The Bartels-Pallaschke metric between compact convex sets in $\mathbb{R}^{d}$ is stronger than the Hausdorff metric. It is complete [11, Theorem 7.1] but not separable. It was introduced by Diamond et al. [11, p. 275], who named it after Bartels and Pallaschke since they had defined a norm in the space of differences of continuous sublinear functions [4] and the distance between two sets equals the norm of the difference of their support functions.

Definition 6.1. Let $K, L \in \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$. The Bartels-Pallaschke metric is defined by

$$
d_{B P}(K, L)=\inf \left\{\max \left\{\left\|K^{\prime}\right\|,\left\|L^{\prime}\right\|\right\}: K+L^{\prime}=L+K^{\prime}\right\} .
$$

One checks easily $d_{B P} \geq d_{H}$, whence the latter is continuous with respect to the former. We will show now that the former is lower semicontinuous with respect to the latter, as this is required to apply the abstract Vitali theorem.

Proposition 6.9. The metric $d_{B P}$ is lower semicontinuous as a function on $\mathcal{K}_{c}\left(\mathbb{R}^{d}\right) \times \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$ when $\mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$ is endowed with the Hausdorff metric.

Proof. Let $\left\{K_{n}\right\}_{n},\left\{L_{n}\right\}_{n} \subseteq \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$ converge in $d_{H}$ to $K$ and $L$, respectively. Fix an arbitrary $\varepsilon>0$. For each $n \in \mathbb{N}$ there exist $C_{n}, D_{n} \in \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$ such that $K_{n}+C_{n}=L_{n}+C_{n}$ and

$$
\max \left\{\left\|C_{n}\right\|,\left\|D_{n}\right\|\right\} \leq d_{B P}\left(K_{n}, L_{n}\right)+\varepsilon
$$

Moreover, by definition $d_{B P}\left(K_{n}, L_{n}\right) \leq\left\|K_{n}\right\|+\left\|L_{n}\right\|$. Since both $\left\{\left\|K_{n}\right\|\right\}_{n}$ and $\left\{\left\|L_{n}\right\|\right\}_{n}$ are convergent sequences, the sequence $\left\{d_{B P}\left(K_{n}, L_{n}\right)\right\}_{n}$ is bounded. Therefore $\left\{d_{B P}\left(K_{n}, L_{n}\right)\right\}_{n}$ has at least one convergent subsequence.

Let $\left\{d_{B P}\left(K_{n^{\prime}}, L_{n^{\prime}}\right)\right\}_{n}$ be any arbitrary convergent subsequence. Then $\left\{\left\|C_{n^{\prime}}\right\|\right\}_{n}$ and $\left\{\left\|D_{n^{\prime}}\right\|\right\}_{n}$ are bounded by a convergent sequence, there exist $m>0$ such that all $C_{n^{\prime}}, D_{n^{\prime}}$ are in the closed ball $B(0, m)$, which is a compact set. By [10, Proposition 2.4.4], the space $\left(\mathcal{K}(B(0, m)), d_{H}\right)$ is a compact subset of $\mathcal{K}\left(\mathbb{R}^{d}\right)$. Then there exist subsequences $\left\{C_{n^{\prime \prime}}\right\}_{n}$ and $\left\{D_{n^{\prime \prime}}\right\}_{n}$ of $\left\{C_{n^{\prime}}\right\}_{n}$ and $\left\{D_{n^{\prime}}\right\}_{n}$ respectively, and compact sets $C, D$ such that $C_{n^{\prime \prime}} \rightarrow C$ and $D_{n^{\prime \prime}} \rightarrow D$ in $d_{H}$.

Next, we wish to show $K+C=L+D$. There exists an $n_{0} \in \mathbb{N}$ such that $d_{H}\left(C_{n^{\prime \prime}}, C\right), d_{H}\left(D_{n^{\prime \prime}}, D\right), d_{H}\left(K_{n^{\prime \prime}}, K\right)$, and $d_{H}\left(L_{n^{\prime \prime}}, L\right)$ are all strictly smaller than any arbitrary $\varepsilon^{\prime}>0$ for each $n^{\prime \prime} \geq n_{0}$. Then

$$
\begin{aligned}
d_{H}(K+C, L+D) & \leq d_{H}\left(K+C, K_{n^{\prime \prime}}+C_{n^{\prime \prime}}\right)+d_{H}\left(K_{n^{\prime \prime}}+C_{n^{\prime \prime}}, L_{n^{\prime \prime}}+D_{n^{\prime \prime}}\right)+d_{H}\left(L_{n^{\prime \prime}}+D_{n^{\prime \prime}}, L+D\right) \\
& \leq d_{H}\left(K, K_{n^{\prime \prime}}\right)+d_{H}\left(C, C_{n^{\prime \prime}}\right)+0+d_{H}\left(L_{n^{\prime \prime}}, L\right)+d_{H}\left(D_{n^{\prime \prime}}, D\right)<4 \varepsilon^{\prime},
\end{aligned}
$$

so $K+C=L+D$ by the arbitrariness of $\varepsilon^{\prime}$. Furthermore, for the value $\varepsilon^{\prime}=\varepsilon$ we obtain

$$
\|C\| \leq d_{H}\left(C, C_{n^{\prime \prime}}\right)+\left\|C_{n^{\prime \prime}}\right\|<\left\|C_{n^{\prime \prime}}\right\|+\varepsilon .
$$

Analogously, $\|D\|<\left\|D_{n^{\prime \prime}}\right\|+\varepsilon$. Thus

$$
\max \{\|C\|,\|D\|\}<\max \left\{\left\|C_{n^{\prime \prime}}\right\|,\left\|D_{n^{\prime \prime}}\right\|\right\}+\varepsilon \leq d_{B P}\left(K_{n^{\prime \prime}}, L_{n^{\prime \prime}}\right)+2 \varepsilon .
$$

Therefore,

$$
d_{B P}(K, L) \leq \max \{\|C\|,\|D\|\} \leq d_{B P}\left(K_{n^{\prime \prime}}, L_{n^{\prime \prime}}\right)+2 \varepsilon
$$

Since $d_{B P}\left(K_{n^{\prime \prime}}, L_{n^{\prime \prime}}\right)$ is a convergent subsequence, from the arbitrariness of $\varepsilon$ we have

$$
\lim _{n} d_{B P}\left(K_{n^{\prime \prime}}, L_{n^{\prime \prime}}\right) \geq d_{B P}(K, L) .
$$

Moreover, since $d_{B P}\left(K_{n^{\prime}}, L_{n^{\prime}}\right)$ is convergent too, there follows

$$
\lim _{n} d_{B P}\left(K_{n^{\prime}}, L_{n^{\prime}}\right) \geq d_{B P}(K, L)
$$

In conclusion, the limit of every convergent subsequence of $\left\{d_{B P}\left(K_{n}, L_{n}\right)\right\}_{n}$ is at least $d_{B P}(K, L)$, so it follows that $\liminf _{n}\left\{d_{B P}\left(K_{n}, L_{n}\right)\right\} \geq d_{B P}(K, L)$. That proves that $d_{B P}$ is lower semicontinuous.

Reasoning as in Corollary 6.5 we are able to obtain a similar result, this time for $d_{B P}$ and $d_{H}$.
Corollary 6.10. The metric $d_{B P}$ is not upper semicontinuous as a bivariate function.
Since $d_{B P}$ is stronger than $d_{H}$, there may be random compact sets which are not random elements with respect to $d_{B P}$. As a consequence of Proposition 6.9, however, we have the following result.

Corollary 6.11. Let $X$ and $Y$ be random compact convex sets of $\mathbb{R}^{d}$. Then $d_{B P}(X, Y)$ is a random variable, regardless of whether $X$ and $Y$ are random elements with respect to $d_{B P}$ or not.

Proof. By Proposition 6.9, the set

$$
\left\{(K, L) \in \mathcal{K}_{c}\left(\mathbb{R}^{d}\right) \times \mathcal{K}_{c}\left(\mathbb{R}^{d}\right): d_{B P}(K, L) \leq a\right\}
$$

is closed for every $a \in \mathbb{R}$. Then

$$
\left(d_{B P}(X, Y)\right)^{-1}((-\infty, a])=\left\{\omega \in \Omega: d_{B P}(X(\omega), Y(\omega)) \leq a\right\}
$$

is the preimage of a closed set, hence measurable. From the arbitrariness of $a$, we deduce that $d_{B P}(X, Y)$ is a random variable.

To apply Theorem 3.1, we also need to show that $d_{B P}$ is midpoint convex. This can be obtained from the sublinearity of the Bartels-Pallaschke norm but we present a proof closer to the properties of convex combination spaces. The following lemma is part of the proof but we state it separately for future reference.

Lemma 6.12. Any function $\rho: \mathbb{E} \times \mathbb{E} \rightarrow \mathbb{R}$ satisfying property (CC4), i.e., negative curvature, is convex.
Proof. From (CC4), the statement is true for convex combinations of $n=2$ points:

$$
\rho\left(\left[\lambda,\left(x_{1}, y_{1}\right) ; 1-\lambda,\left(x_{2}, y_{2}\right)\right]\right) \leq \rho\left(\left[\lambda, x_{1},(1-\lambda) x_{2}\right],\left[\lambda, y_{1},(1-\lambda) y_{2}\right]\right)
$$

By induction, assume that the inequality is true for any convex combination of $n-1$ points. Using (CC2) and (CC4),

$$
\begin{aligned}
& \rho\left(\left[\lambda_{i},\left(x_{i}, y_{i}\right)\right]_{i=1}^{n}\right) \\
& \quad=\rho\left(\left[\lambda_{1},\left(x_{1}, y_{1}\right) ; \ldots ; \lambda_{n-2},\left(x_{n-2}, y_{n-2}\right) ; \lambda_{n-1}+\lambda_{n},\left[\frac{\lambda_{n-2+j}}{\lambda_{n-1}+\lambda_{n}},\left(x_{n-2+j}, y_{n-2+j}\right)\right]_{j=1}^{2}\right]\right) \\
& \quad \leq \sum_{i=1}^{n-2} \lambda_{i} \rho\left(x_{i}, y_{i}\right)+\left(\lambda_{n-1}+\lambda_{n}\right) \rho\left(\left[\frac{\lambda_{n-2+j}}{\lambda_{n-1}+\lambda_{n}},\left(x_{n-2+j}, y_{n-2+j}\right)\right]_{j=1}^{2}\right) \leq \sum_{i=1}^{n} \lambda_{i} \rho\left(x_{i}, y_{i}\right) .
\end{aligned}
$$

Lemma 6.13. The Bartels-Pallaschke metric is convex as a function on $\mathcal{K}_{c}\left(\mathbb{R}^{d}\right) \times \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$.
Proof. First, let us show that that $d_{B P}$ satisfies (CC4). By the triangle inequality,

$$
\begin{aligned}
& d_{B P}\left(\lambda K_{1}+(1-\lambda) K_{2}, \lambda L_{1}+(1-\lambda) L_{2}\right) \\
& \quad \leq d_{B P}\left(\lambda K_{1}+(1-\lambda) K_{2}, \lambda L_{1}+(1-\lambda) K_{2}\right)+d_{B P}\left(\lambda L_{1}+(1-\lambda) K_{2}, \lambda L_{1}+(1-\lambda) L_{2}\right) \\
& \quad=d_{B P}\left(\lambda K_{1}, \lambda L_{1}\right)+d_{B P}\left((1-\lambda) K_{2},(1-\lambda) L_{2}\right) \\
& \quad=\lambda d_{B P}\left(K_{1}, L_{1}\right)+(1-\lambda) d_{B P}\left(K_{2}, L_{2}\right) .
\end{aligned}
$$

By Lemma 6.12, $d_{B P}$ is convex.
Our Vitali convergence theorem for the Bartels-Pallaschke metric is as follows.
Theorem 6.14. Let $X_{n}$ and $X$ be random compact convex sets in $\mathbb{R}^{d}$ such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d_{H}$. Assume further that one of the following sets of conditions hold:
(a) $X_{n}, X$ are random elements with respect to $d_{B P}$, and $X$ takes on values almost surely in a $d_{B P}$-separable subset of $\mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$.
(b) $\left\{X_{n}\right\}_{n}$ is $d_{B P}$-tight, and $X$ is $d_{B P-t i g h t . ~}^{\text {. }}$

If $X_{n} \rightarrow X$ weakly in $d_{B P}$, then $d_{B P}\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.
Proof. We begin by observing that, for any $A \in \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$, the identity

$$
d_{B P}(K,\{0\})=\|K\|
$$

holds (taking $K^{\prime}=K, L^{\prime}=\{0\}$ in the definition). With that, the proof is similar to that of Theorem 6.6 with $\mathbb{E}=C=$ $\mathcal{K}_{c}\left(\mathbb{R}^{d}\right), d=d_{H}, \rho=d_{B P}$ (by Proposition 6.9 and Lemma 6.13, $d_{B P}$ satisfies the assumptions on $\rho$ ).

We need to take

$$
f_{i}=\frac{d_{H}\left(\cdot, K_{i}\right)}{1+d_{H}\left(\cdot, K_{i}\right)}
$$

for a countable $d_{H}$-dense subset $\left\{K_{i}\right\}_{i \in \mathbb{N}} \subseteq \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$. Since $d_{H}$ is weaker than $d_{B P}$, the $f_{i}$ are $d_{B P}$-continuous, and if $K \neq L$ the density ensures that some $K_{i}$ will be closer to $K$ than to $L$, yielding $f_{i}(K)<f_{i}(L)$. The fact that each
$f_{i}\left(X_{n}\right), f_{i}(X)$ is a random variable follows from the assumption that $X_{n}, X$ are $d_{H}$-Borel functions and the $f_{i}$ are $d_{H}$-continuous.

In order to apply Theorem 3.1, we need $\left\{d_{B P}\left(X_{n}, L\right)\right\}_{n}$ to be uniformly integrable for some $L \in \mathcal{K}_{c}\left(\mathbb{R}^{d}\right)$. Taking $L=\{0\}$, the identity

$$
d_{B P}\left(X_{n},\{0\}\right)=\left\|X_{n}\right\|=d_{H}\left(X_{n},\{0\}\right)
$$

and the assumption of uniform integrability with respect to $d_{H}$ ensure the $d_{B P}$-uniform integrability.
For convergence in probability, we obtain the following.
Corollary 6.15. Let $X_{n}$ and $X$ be random compact convex sets in $\mathbb{R}^{d}$ such that $\left\{X_{n}\right\}_{n}$ is uniformly integrable in $d_{H}$. If $X_{n} \rightarrow X$ in probability in $d_{B P}$, then $d_{B P}\left(E\left[X_{n}\right], E[X]\right) \rightarrow 0$.

## 7. Comparison to the literature

There are some kinds of results which lie beyond the scope of Theorem 3.1.
(i) Results involving vector-valued integrals other than the Bochner integral. Since the expectation in a convex combination space is defined using approximations by simple functions, the Vitali convergence theorem for the Bochner integral of random elements in a Banach space is a particular case. But it does not include other integrals like Pettis, Henstock-Kurzweil, McShane, and others, or expectations of random sets or fuzzy random variables based on those integrals, e.g., [28, Theorem 2.1] (Pettis integral), [29, Theorem 3.7] (set-valued Denjoy-Pettis integral), [47, Theorem 3.8] (fuzzy-valued Kluvánek-Lewis integral), to name a few examples.
(ii) Results involving random sets with unbounded values. We are not aware of metrics on possibly unbounded sets which provide a convex combination space. Hence we do not subsume results like [27, Theorem 2.1.68.(i, ii)].
(iii) Results involving conditional expectations with respect to a $\sigma$-algebra. Theorem 3.1 is about ordinary expectations, whence it cannot include results like [43, Proposition 4.7], [27, Theorem 2.1.78], [14, Theorem 2.5], [12, Theorem 4.1].

Convex combination spaces. In [40, Theorem 4.2], a dominated convergence theorem under the assumption of convergence in probability was presented. It follows from Corollary 5.4, which also allows for the quasimetric $\rho$ to be defined only in a subset $C$.

In [40, Remark 2], it is claimed that convergence in probability can be replaced by weak convergence if $\rho=d$, by an application of the Skorokhod representation theorem in complete separable metric spaces. But the Skorokhod theorem does not guarantee that the almost surely convergent sequence it provides still satisfies the assumption in the dominated convergence theorem, whence the argument given there by one of us is incorrect. As shown in the proof of Theorem 3.1, applying the Skorokhod theorem preserves uniform integrability, whence the dominated convergence theorem with weak convergence can subsequently be deduced from the Vitali convergence theorem. Thus the result suggested in [40, Remark 2] is correct (it follows from Corollary 5.1) even if its justification was incorrect.

Probability distributions. We are not aware of any convergence theorems for random distributions with the convolution operation and its associated expectation (this should not be confused with the asymptotic behavior of iterated convolutions in topological groups like in [5]).

Fuzzy random variables. There is an abundant literature on convergence theorems for fuzzy random variables since [32]. The applications of Theorem 3.1 in Sections 6.2 and 6.3 subsume what seem to be the most general results for $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$-valued fuzzy random variables (Theorem 4.6 in [2] and Theorem 8.2 in [20]), as well as other previous results for $\mathcal{F}\left(\mathbb{R}^{d}\right)$-valued mappings.

Indeed, [2, Theorem 4.6] is a Vitali convergence theorem under weak convergence in $\left(\mathcal{F}_{c}\left(\mathbb{R}^{d}\right), d_{p}\right)$ while [20, Theorem 8.2] is a dominated convergence theorem under almost sure convergence in $\left(\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right), d_{p}\right)$ and $\left(\mathcal{F}_{c}\left(\mathbb{R}^{d}\right), d_{\infty}\right)$. We achieve a common derivation of the best of both results. Corollary 6.2 extends [2, Theorem 4.6] from $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$ valued to $\widehat{\mathcal{F}}_{c, p}\left(\mathbb{R}^{d}\right)$-valued mappings. That weakens the assumptions in [20, Theorem 8.2] from almost sure convergence to weak convergence and from domination to uniform integrability. The reader is referred to the discussion before [2, Remark 4.2] for a careful comparison of both theorems being generalized.

In its turn, Proposition 6.3 extends [2, Theorem 4.6] from $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$-valued to $\mathcal{F}\left(\mathbb{R}^{d}\right)$-valued mappings. As commented in Remark 6.1, in the non-convex case the Puri-Ralescu expectation and the expectation in the sense of convex combination spaces may differ but are identical whenever the probability space is nonatomic. Hence, in the nonatomic case Proposition 6.3 also generalizes the dominated convergence theorem for the $d_{1}$-metric in [18, Theorem 4.1].

As regards the $d_{\infty}$-metric, Theorem 6.6 and Corollary 6.7 similarly generalize previous results, provided the values are convex or the measurable space is nonatomic. Theorem 6.6 provides a Vitali convergence theorem under weak $d_{\infty}$-convergence; there seem to be no former results with that weakened assumption. Corollary 6.7 , when specialized to dominated sequences covers the dominated convergence theorems in [32, Theorem 4.3] (almost sure convergence, nonatomic probability space; we write in brackets the features improved upon), [20, Theorem 8.2] (values in $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$, almost sure convergence), [12, Theorem 3.1] (values in $\mathcal{F}_{c}\left(\mathbb{R}^{d}\right)$, random elements with respect to $d_{\infty}$ ), and [23, Theorem 5.3.5, p. 183] in the nonatomic case (almost sure convergence).

Some results in the literature are valid in spaces more general than $\mathbb{R}^{d}$ (separable Banach spaces). In view of the fact that separable Banach spaces are complete separable convex combination spaces, and in view of Corollary 6.8 for random compact sets, it is plausible that fuzzy random variables with values in a separable Banach space or a more general convex combination space can be dealt with. However this would require redeveloping a number of instrumental results which were only available in $\mathbb{R}^{d}$, which exceeds the scope of this section.

Let us mention [15, Theorem 4.5] of Jang and Kwon, to show that it is subsumed by Corollary 6.7 provided the carrier space is $\mathbb{R}^{d}$. Since it requires a nonatomic probability space, the expectations used in both results are identical. It uses a generalization of $d_{\infty}$,

$$
d_{h}(U, V)=\sup _{\alpha \in[0,1]} h(\alpha) \cdot d_{H}\left(U_{\alpha}, V_{\alpha}\right)
$$

where $h$ is an increasing function with $0<h \leq 1$. One easily checks

$$
h(0) \cdot d_{\infty}(U, V) \leq d_{h}(U, V) \leq d_{\infty}(U, V)
$$

whence it follows that both the assumptions and conclusion are equivalent whether one considers $d_{h}$ or $d_{\infty}$.
Random compact sets. Proposition 5.2 in [40] depends on [40, Remark 2] and, in view of the discussion above which justifies the validity of that remark, it still stands. It is a dominated convergence theorem for weakly convergent sequences of random compact sets in a convex combination space, which is subsumed by Corollary 6.8.

Under mild assumptions (convex values or nonatomic probability space), the expectation of a random compact set in a separable Banach space, regarded as a random element of a convex combination space, equals its Aumann expectation. Thence, [27, Theorem 2.1.70, p. 269] (for carrier space $\mathbb{R}^{d}$ ) follows from Corollary 6.8, at least if convergence in distribution is understood with respect to the Hausdorff metric.

Similarly, under those assumptions the Vitali and dominated convergence theorems for the Hausdorff metric in [27, Theorem 2.1.61 and Theorem 2.1.68.(iii)], which require at least convergence in probability, follow from Corollary 6.8. The latter theorem is the same as [14, Theorem 2.8.(4)].

Regarding the Bartels-Pallaschke metric, it seems that Theorem 6.14 is the first convergence theorem with respect to that metric.

## 8. Concluding remarks

In this paper, we have presented an abstract Vitali convergence theorem which allows one to obtain concrete convergence theorems in a space $(C, \rho)$ provided one can find a convex combination space $\mathbb{E} \supseteq C$ endowed with an appropriate metric $d$. Thanks to some assumptions on the relationship of both $X_{n}, X$ and $d$ with $\rho$, the space ( $\mathbb{E}, d$ ) has the well-behaved structure that lets us obtain results for different choices of $C$ and $\rho$.

Some questions which are prompted by the results in this paper are the following.
(1) Does the Jensen inequality in [40, Theorem 3.1] and [43, Proposition 4.6] hold under assumptions weaker than lower semicontinuity? If so, the assumption on $\rho$ can be weakened accordingly. It seems from our results that establishing lower semicontinuity can be the most burdensome part of applying Theorem 3.1.
(2) Can the results for the Bartels-Pallaschke metric be extended to fuzzy sets by considering metrics analogous to $d_{\infty}$ and $d_{p}$ (which are based on the Hausdorff metric between $\alpha$-cuts)?
(3) Is the dominated convergence theorem of Jonasson [17, Theorem 13] related to our results? In his paper, the space must be ordered but the negative curvature condition is replaced by a weaker one (loosely speaking, the convexity of the metric as a bivariate function is replaced by quasiconvexity).

Similarly, it would be interesting to know whether more spaces of fuzzy sets and spaces of probability measures are convex combination spaces.
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