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Abstract
Navigation through large volumes of images is a complex and tedious task that requires tools to facilitate the exploration

and discovery of visual information. Photo summaries are one of these tools, which consist of selecting a reduced set of

images that best represent the original data source. However, creating photo summaries in the context of recommender

systems poses several challenges: How to select the most relevant images for each item? How to encode each image? How

to evaluate the quality of the generated summary? In this manuscript, we propose a clustering-based method to create a

visual summary in the context of a restaurant recommender system, which includes the photos taken by users who visited

the restaurants (items) in a given city. These photos are encoded using a deep neural network that takes into account not

only their content but also the relationships between users and restaurants. This encoding will allow us to create a visual

summary that captures the essence of user tastes and illustrates the gastronomic offer of the city. We also propose a

similarity measure between items based on the users who have visited them and an evaluation method that calculates to

what extent the summary obtained represents the original data source. The experimentation carried out includes five

datasets and the obtained results demonstrate the adequacy of our proposal for the construction of these summaries.

Keywords Recommender systems � Visual summaries � Deep learning, � Clustering

1 Introduction

Complex realities are difficult to assimilate. This is the case

of large volumes of data that are handled in fields of

application such as, for example, Recommender Systems

(RS). Valuable information is hidden not only in volume

but also behind an intricate web of relationships. Moreover,

these data may have a wide variety of types of information

that, in addition to quantitative evaluations, may include

opinions expressed with texts and/or photos.

In this paper, we present a method to summarize, in a

representative and understandable way, the data depicted in

these complex scenarios. Particularly, we will focus on

datasets with photos of restaurants (taken by customers) in

a city. The idea is to explain, with a simple visual sum-

mary, the gastronomic offer of a city that can have tens of

thousands of restaurants with hundreds of thousands of

photos taken by users.

A first characteristic of the summaries that we are going

to present is that they are based on a type of clustering that

we could define as sociological, different from those that

can be conceived based on content. We are not interested in

grouping pizzerias or restaurants with certain regional

food. Instead, we will consider that two restaurants are

similar if the sets of users who visited them are also sim-

ilar. That is, they do not have to offer the same type of

food, but they must be interchangeable in a recommen-

dation to be visited.

We have taken visited as the basic relationship between

users and restaurants. Thus, users who consult our visual

summaries will have their own tastes and will perceive as
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pabloperez@uniovi.es

Jorge Dı́ez

jdiez@uniovi.es

Beatriz Remeseiro

bremeseiro@uniovi.es

Oscar Luaces

oluaces@uniovi.es

Antonio Bahamonde

abahamonde@uniovi.es

1 Artificial Intelligence Center, Escuela de Marina Civil,

Universidad de Oviedo, Campus de Gijón, 33204 Gijón,

Asturias, Spain

123

Neural Computing and Applications (2023) 35:20339–20349
https://doi.org/10.1007/s00521-023-08822-4(0123456789().,-volV)(0123456789().,- volV)

http://orcid.org/0000-0002-4259-9504
http://crossmark.crossref.org/dialog/?doi=10.1007/s00521-023-08822-4&amp;domain=pdf
https://doi.org/10.1007/s00521-023-08822-4


near those restaurants that were visited by similar groups of

customers.

Photos that users share after visiting restaurants are

considered thoroughly in this research, not only to under-

stand what the users of the restaurant highlighted but also

to choose a handful of photos as a summary. This requires a

mechanism to understand what the photos mean in our

context. Therefore, it is necessary to learn a semantics of

photos compatible with restaurants and their relationships

with users. And here a second type of similarity appears,

that of the photos. We consider two ways of understanding

that the photos are similar: if they were taken in the same

(or similar) restaurant, or if they look similar from a visual

point of view. To implement this measure, which is key in

this research work, we have designed a deep neural net-

work that takes these two aspects into account at the same

time.

Summaries should allow us to draw a visual panorama

of a large volume of complex data. The objective is to

facilitate the navigation of users who seek to assimilate a

large amount of information. For this reason, the reduced

number of images that we are going to select must include,

on the one hand, the most relevant aspects and, on the

other, photographs that represent the diversity of the whole.

Five datasets taken from the TripAdvisor platform on

restaurants in cities of different sizes will be used to

evaluate our proposal. However, it is worth noting that the

methods that we are going to present could be adapted to

other contexts only with slight or even no modifications.

The essential issue is to have datasets such as those used in

RS; that is, to have users, items, and user reactions to the

items expressed through photographs. In the field of tour-

ism, there is a wide variety of possible uses in addition to

restaurants, among others: hotels and points of interest

(e.g., monuments, landscapes, etc.).

The most relevant contributions of this article are listed

below:

• Item and image encoding We propose a novel item

encoding that uses the set of users who interacted with

it. The goal is to have almost the same vector for two

restaurants visited by approximately the same set of

users. In the case of photos, we have designed a deep

neural network to encode them. The idea here is to take

into account not only the content of the photos but also

the aforementioned relation between users and items.

• Visual summary of items We present an automatic

system capable of generating, from a large RS dataset

(with images), a photo summary that includes the most

relevant information. The procedure is divided into two

clustering steps for which we have also defined a

similarity function consistent with the aforementioned

encodings.

• Evaluation procedure We pose a method capable of

measuring the degree to which the previously created

summary can replace the full dataset. The main idea is

to check to what extent the photos selected for the final

summary allow us to reconstruct the users’ behavior.

The rest of the manuscript is organized as follows. After

reviewing some related works in Sect. 2, we present the

methodology of our proposal in Sect. 3. The experimental

setup for evaluating the resulting visual summary is

detailed in Sect. 4. Using this procedure, in Sect. 5 we

report an exhaustive set of experiments carried out to check

the adequacy of our proposal. Finally, Sect. 6 closes the

manuscript with the main conclusions.

2 Related work

This work skillfully combines several concepts, approa-

ches, techniques and components, such as visual sum-

maries, deep learning, clustering, and RS. For this reason,

this section is dedicated to reviewing some relevant con-

tributions in the most related areas, such as summary

algorithms, their evaluation, their use in the specific field of

RS, and case studies on restaurant recommendations.

2.1 Summarization

Summary algorithms try to find a small subset of objects

(e.g., sentences, images, videos, sounds, etc.) that covers

the information of a large set of those objects. The aim is to

cover both the diversity of the original set and the repre-

sentativeness of what is selected as a summary. They must

also eliminate redundancies, as it is essential for the sum-

mary to be small [1]. When it comes to images, summaries

are useful to facilitate navigation through a (usually large)

collection of images.

Most of the summarization work found in the literature

was done with text documents, see for instance [2]. In this

context, algorithms are usually classified as abstractive

(they build sentences that summarize the content of the

document) or extractive (they select some representative

sentences). In the case of images, the abstractive approach

does not make sense (except perhaps in very special cases).

Selective methods remain and, as when dealing with texts,

they include some clustering approaches that require

defining the concept of similarity [3].

Regarding the evaluation of summary algorithms, it is

worth mentioning that is a controversial issue. In many

cases, subjective measures are used, such as carrying out

the evaluation through user satisfaction levels or with a

relevance score. It has even been claimed that the lack of

consensus somehow slows down progress in this field [4].
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When summarizing texts, the problem of evaluation is

perhaps more complex. The reason is that the semantics of

the sentences used in a summary must be compared with

that of the original text, which is extremely difficult. An

illustrative example of this phenomenon can be found in

[4], where the authors present SummEval, a set of resources

for summarization and evaluation.

An alternative point of view, which appears especially

when it comes to summarizing collections of images, is the

reconstructive approach. It even also appears when sum-

marizing documents, as in [5]. The idea is to assume that

the effectiveness of a summary is reflected in its ability to

reconstruct the original set or each individual image of the

set [3]. In this case, the images are described by means of a

dictionary of objects that can appear in them. In some way,

each image is represented as sentences using a bag of

words approach. The reconstruction idea is extended to

transformer-based encoder and decoder structures, see for

instance [6], which deals with multi-document

summarization.

2.2 Summarization in recommender systems

As mentioned above, summarizing is closely related to the

concept of similarity. The overall idea is to pick one rep-

resentative element from each group of similar elements. In

the context of RS, users and items play a dual role.

Therefore, similarities can be employed for both entities.

The similarity of users (or items) involved in RS has

been intensively studied. In [7], the authors explored some

similarity measures for users. Their target was to determine

the set of users that had the same behavior with respect to a

given subset of items. For their part, Amer et al. [8]

explored the use of the Jaccard similarity to improve the

performance of an RS. A thorough discussion about com-

binations of similarity functions devised to improve the

performance of an RS can be found in [9]. Unlike previous

works, our point of view in this research is to use the

similarity to summarize the data collected in the context of

RS. Therefore, the similarity will be used here to cluster the

available items.

Other interesting works focused on summarization

include [10], which uses Weibo microblogging data to

summarize events using representative texts and images.

For this purpose, the authors introduced a co-clustering

algorithm to group text and images based on their rela-

tionship with users. Finally, Gil et al. [11] introduced

VisualRS. Their objective was to present the information of

an RS in a visual and navigable way, although they do not

intend to make a summary.

2.3 Dealing with restaurants

In this paper, we designed a case study for restaurant rec-

ommendations. For this purpose, we used TripAdvisor1

data on restaurants in five cities around the world. It is the

largest social network for restaurants, hotels, and tourist

activities in general. The photographic information shared

on this platform has been previously studied. For example,

Giglio et al. [12] used a collection of photographs to

understand the perception of luxury by hotel users. More

recently, Dı́ez et al. [13] dealt with user photos taken in

restaurants and then shared on TripAdvisor. Focusing on

authorship, they estimated the probability that a photo was

taken by a user. The objective was to provide, along with

each personalized recommendation to a user, the photo that

was probably taken by that user. The photo would then act

as an explanation for the recommendation and would

increase the user’s interest in the suggestion.

Also in the context of restaurant recommendation, Chu

and Tsai [14] presented a hybrid RS. They used a collab-

orative filtering approach and represented both users and

restaurants by means of visual features. A general purpose

CNN was employed to extract features from images with

additional ad-hoc features. Their key point is the method

used to deal with several photos, since the authors used

averaging or maximum aggregations instead of a semantic

approach as we introduce in this manuscript.

Finally, it is worth quoting [15], which includes a survey

focused on the use of side information in RS. It is an

interesting paper to obtain a general perspective of the

topic.

3 Methodology

As stated in Sect. 1, a key element in our approach is to

have a set of photos. Users may eventually provide photos

and we will use them as a fundamental source of com-

munication. A central reflection is that we understand that

users take photos (and share them on a social network) of

places that especially attract their attention. Therefore,

photos carry an important message about the behavior of

the users.

From a formal point of view, our case study includes a

set of users U , a set of restaurants R, and a simple rela-

tionship between them: visited. We could consider other

relationships, such as valuation (implicit or explicit); in

that case, we would only have to slightly modify the

method described in this manuscript.

We will have a dataset D that contains a triple (u, r, l)

for every interaction between any user u 2 U with any

1 https://www.tripadvisor.com/.
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restaurant r 2 R, where l is a list of photos p 2 P taken by

user u and P stands for the whole set of photos of the

dataset.

All the available information are the data from which an

RS is built. Thus, in order to grasp the core idea, it will be

especially useful for us to represent each restaurant r by the

set of users who visited them. We will call this represen-

tation Y 2 f0; 1gU and, for a restaurant r, each of its

components can be obtained as:

Yr
i ¼ visitedðui; rÞ: ð1Þ

Notice that visitedðu; rÞ will return 1 or 0 depending on

whether user u visited restaurant r or not.

Figure 1 depicts our proposal to obtain the visual sum-

mary, with the following stages: (1) we define a similarity

between restaurants to group them and build a hierarchical

clustering, and (2) we describe each cluster through a

reduced set of photographs that will constitute the intended

summary. Each step is detailed in the following sections.

3.1 Clustering of restaurants

To build a cluster, we must first define a similarity mea-

sure. In this research, we use a function that sets up how

interchangeable two restaurants are in a list of recom-

mendations to visit.

More specifically, we use the following definition. For a

couple of restaurants, r1 and r2, their similarity (sim) is

given by the dot product of their vectorial representation

(1) or, alternatively, the number of users who visited both

restaurants. In symbols,

simðr1; r2Þ ¼ hr1; r2i ¼ jr1 \ r2j: ð2Þ

Note that this function is different from the Jaccard simi-

larity, where the above expression is divided by the car-

dinal of the union. This is not a good idea in our case, since

we propose that similar restaurants (those that are visited

by a similar set of users) can replace each other in a list of

suggestions.

Using this similarity function, the next step involves

building a hierarchical clustering [16]. Among all the

clusters of similar restaurants obtained, we are only inter-

ested in the most outstanding. The clustering is performed

with an agglomerative algorithm with linkage complete,

which stops when the merge of the available groups has a

similarity below the 5th% percentile of restaurant simi-

larities. That is, 95% of the similarities yield a cluster

merge. Therefore, we try to avoid merging groups of

restaurants with little similarity. Note that if all the clusters

were joined we would end up with only one group, which

would not be informative.

3.2 Clustering of photos

What remains now is to see how to present the restaurants

included in the clusters by means of a short list of char-

acteristic photographs of each group of restaurants (see the

green area in Fig. 1).

To do this, we need to understand, in a certain sense, the

meaning of the photos, and select the most representative

of each group of similar restaurants. These two steps are

following described in depth.

3.2.1 Photography embedding

We will use an embedding of the photos in a Euclidean

space to assign meaning to the images. The idea is to learn

an embedding that represents each photo as a point close to

those assigned to other photos of the same restaurant and to

similar photos from a visual point of view.

To implement this objective, we devised a deep neural

network that aims at detecting the restaurant where each

photo was taken. The network learns an embedding

Embedding : P �! ŶuY; ð3Þ

where P represents the set of photos and Ŷ is the predic-

tion of the neural network. Let us recall that restaurants are

Fig. 1 We propose this workflow to obtain a visual summary: a

reduced set of representative photos for each cluster of restaurants,

see Sect. 3.1. The photos are encoded using the embedding output, Ŷ,

provided by the neural network architecture shown in Fig. 2. Finally,

the set of photos is chosen from each cluster (wrapped in the green

area) following the procedure explained in Sect. 3.2.2. C stands for

cluster of restaurants and Cp for cluster of photos, being Cp
1;m the m-th

cluster of photos in C1 (Color figure online)
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represented by a binary vector that encodes the set of users

who visited them, (1). Thus, this embedding will project

each photo to a vector space where the i-th component of

each vector is the probability that such photo had been

taken in a restaurant visited by the corresponding user, ui.

In the rest of the manuscript, we will use Ŷ to refer to the

entire method presented.

At this point, we can see that the representation of

restaurants and the way we define their similarity (2) is

very important. The embedding assignment may be not

accurate enough to precisely predict the restaurant where a

photo was taken. However, we expect that the embedding

will associate the photo to a point at f0; 1gU very close, not

only to its restaurant but also to other similar restaurants;

that is, to those of its cluster (see Sect. 3.1).

Returning to the definition of the embedding (3), from a

formal point of view, it can be seen as a multi-label clas-

sifier. Fig. 2 depicts the deep neural network used to build

this function. This network first applies the convolutional

base of a DenseNet [17], pre-trained on the ImageNet

dataset [17], to convert an input RGB image into a

1024-feature vector. The rest of the architecture is com-

posed of fully connected (Dense) layers of different sizes,

along with rectified linear unit (ReLU) [18], and batch

normalization (BN) [19] layers. Finally, a sigmoid activa-

tion function is applied to obtain the estimation of restau-

rant codification.

3.2.2 Selection of photographs

Let C be a cluster of restaurants obtained following the

procedure introduced in Sect. 3.1 and PC � P the set of

photographs of the restaurants in C. Among all the photos

in PC, we select the most representative ones employing

the same hierarchical method used to do the restaurant

clustering, with the same parameters: an agglomerative

hierarchical clustering with linkage complete. As before,

the algorithm will stop when the merging of available

clusters has a similarity less than the 5th percentile of the

similarities in PC.

Among all the m photo clusters obtained in this stage,

we will consider the n clusters with more elements (see

Fig. 1). Next, in each cluster, we will select the most

similar photo (using the dot product, as in (2)) to the

centroid. This procedure will result in a set of n

representative photos of C, which we will call SC. Finally,

we will repeat this process for the k restaurant clusters, thus

obtaining the visual summary, S � P, for the entire

dataset.

4 Experimental setup

This section describes the experiments carried out to

evaluate the performance of our approach. We first present

the five datasets collected from TripAdvisor, which include

the users’ reviews from different cities. Then, we detail the

evaluation procedure and the experimental process.

4.1 Datasets

We downloaded users’ reviews of restaurants located in

five cities around the world2 collected by TripAdvisor

during 2018 and 2019. Each review contains between zero

(no photos attached by the user) and four images (maxi-

mum shown by the platform).

The selection of cities was made with the purpose of

including a range of sizes, in terms of restaurants (which

are, obviously, highly correlated to the population). In

particular, we used three Spanish cities: Barcelona (popu-

lation: 1.6 million) and Madrid (pop.: 3.2 million), the two

largest in the country; and Gijón, a medium size city of

around 300,000 inhabitants. We also used data from other

big cities of the world, such as New York City (8.3 mil-

lion), and Paris (2.1 million). Table 1 shows the figures of

each dataset after applying some pre-processing explained

below.

As can be seen in Fig. 3, the raw data was cleaned up by

applying some filters. First, we kept only the most recent

review for each pair user/restaurant. That is, if a user

reviewed a restaurant several times, we filtered out the

oldest reviews. We also removed all photos without food.

To build the vectorial representation (1) of the restaurants,

instead of using the complete set of users U (it would be

unfeasible due to its size), we used a sample with the 25%

more active users (those with the largest number of

reviews). Next, we eliminated restaurants with less than

five users (from those used for encoding) and also those

that did not have at least five photos. The clustering of

Fig. 2 Network used to learn

the embedding (3) from

photographs to the set of

estimations of codes of

restaurants, Ŷ

2 The datasets are available for download at Zenodo [20].
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restaurants described in Sect. 3.1 was carried out with the

resulting data.

Then, to perform the clustering of photos, we have to

start again from the dataset with the first two filters applied

(most recent review ? only food images). From this one,

we keep only the restaurants that appear in the set created

for the previous phase and eliminate the reviews without

images. By doing this separate procedure for the second

stage, we will have the images of all the users available and

not only the ones from the 25% more active users. As

explained before, we will estimate the ability of our

approach to summarize the gastronomical offer of a city.

Thus, we split the data with respect to the users, so that the

information in the test set corresponds to users never seen

during the training stages. By doing so, we will be emu-

lating cold-start situations, which are very common in the

field of recommender systems. The split was made to retain

approximately 50% of the users in each partition, ensuring

that all restaurants that appear in the triplets of the test

set also appear in the training set.

4.2 Evaluation

This section describes how to assess the quality of the

visual summary S. To do that, we will measure the degree

to which this summary can replace the entire collection of

photos P. The central idea is to measure to what extent the

visual summary allows us to reconstruct the behavior of

users that, in this context, will be the list of restaurants they

visited.

To give a precise formulation, we will consider that each

user u is described as a set of photographs Pu � P. The

reconstruction will be done in two steps. The first is to

determine the photo in the summary with the maximum

similarity to one of the photos taken by the user u:

j� ¼ argmax
i;j

simðPu
i ;SjÞ; i ¼ 0::jPuj; j ¼ 0::jSj ð4Þ

where sim is the function defined in (2).

The second step consists in associating the user to the

cluster of restaurants where the photo Sj� was taken, which

we will call Cu. According to the summary, we will

understand that the user’s habits include the restaurants in

that cluster. Let us recall that clusters are built in such a

way that their components can be interchangeable in a list

of recommendations to visit (1), (2). Therefore, it seems

reasonable to accept a cluster as a useful description of

users’ behavior.

Finally, we define the quality of the summary as the

proportion of users for whom Cu contains at least one of

the restaurants visited by u. In symbols,

RCu \Ru 6¼ ;: ð5Þ

4.3 Experiment description

All methods considered in the experimentation start from a

set of restaurant clusters obtained as explained above.

Table 1 Basic statistics of the

TripAdvisor datasets used in our

experiments

All data Training data

#Users #Rest #Reviews #Photos #Users #Rest #Reviews #Photos

Gijón 4203 373 6475 14,241 2297 373 3917 8748

Barcelona 25,230 3236 49,024 105,638 14,339 3236 32,229 70,842

Madrid 33,222 3707 65,191 141,649 18,512 3707 41,714 92,287

New York city 43,581 3733 74,806 130,992 24,147 3733 46,392 82,886

Paris 46,794 6764 88,406 171,296 27,648 6764 60,260 118,017

Fig. 3 Dataset filtering and

partitioning procedure for each

of the two stages shown in

Fig. 1. The filters applied are

inside the red boxes (Color

figure online)

Table 2 Different approaches for the assignment of a cluster of

restaurants to a user. The baseline approach assigns the cluster with

the largest number of photos, so it does not depend on their encoding

Photo encoding Cluster selection

Ŷ (Our proposal) Network output Highest inner product

Ŷrnd Network output Random selection

D DenseNet vector Closest (Euclidean distance)

Drnd DenseNet vector Random selection

B (Baseline) N/A Largest cluster
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Therefore, the evaluation is focused on the final visual

summary.

Our proposal (Ŷ) summarizes each group of restaurants

by selecting n images. Then, each user in the test set is

assigned the group with the most similar photo to those

provided by the user, (4). We compared the performance of

Ŷ with several variants obtained by ablating its two main

components; that is, removing the network to encode the

photos and using a CNN state-of-the-art encoding approach

(D), replacing the cluster selection method with a random

choice (Ŷrnd), or applying both modifications (Drnd).

Table 2 summarizes the components of all these

approaches.

On the other hand, we also tested a baseline approach

(B) that simply selects the cluster of restaurants with the

largest number of photos in the training set, thus not

depending on any image encoding. In a sense, this method

uses a kind of popularity measure to assign the cluster of

restaurants.

In order to test the robustness of our approach we tried a

range of values for some parameters of the experiments.

Thus, we run the experiments considering a list of n photos

to represent each cluster, where n 2 ½1::5�.
With respect to the training of Ŷ, we used a grid search

on the training dataset of Barcelona that yielded a learning

rate a ¼ 5 � 10�4 with linear decay down to 1 � 10�5, a

batch size b ¼ 1024, and the weights for the weighted loss

w0 ¼ 1 and w1 ¼ 5. The network was trained using an

early stopping strategy with a maximum of 4000 epochs.

5 Results: analysis and discussion

This section presents the results obtained during the

experimentation carried out on the five TripAdvisor data-

sets. More specifically, Table 3 reports a detailed com-

parison of the different methods evaluated on the five cities

studied. Remember that the evaluation method considers a

successful case (hit) when the assigned cluster contains at

least one restaurant visited by the user, (4). To ease the

reading of these results, we have expressed them as

percentages.

The first column references the name of the city. To

check the robustness of the procedure, we have distin-

guished the scores obtained with users who have at least

one photo in the test set (� 1), at least two (� 2), three

(� 3), or four (� 4). This is indicated in the second column

(#t) of the table. The results for the baseline method (B)

are displayed in the third column. The rest of the table is

split into two parts: (1) the left-hand side shows the scores

obtained when the photos were selected using the cluster-

ing method, and (2) the right part reproduces the results

when the photos were randomly chosen. As stated in

Sect. 4.3, we have also varied the number n of represen-

tative photos for each cluster, ranging from 1 to 5 (num-

bered columns) to check how it affects the performance.

The first thing that stands out is the improvement of

every model as the number of representative images (n) per

cluster of restaurants increases. As expected, the greater the

number of representative images, the greater the proba-

bility of correctly assigning a test user to her most suit-

able cluster of restaurants, (4). The exception is the B

model that chooses the largest cluster without further

consideration and is, therefore, independent of the number

of photos in the summary. This expected improvement in

results can also be observed in the other direction (rows),

when the number of images per user (#t) increases within

the same city.

Comparing the representative photo selection strategies

(the two main parts of the table), the difference in results is

quite noticeable. The random strategy appears to be the

worst option when selecting images to represent a cluster

of restaurants. Thus, the need for a strategy such as the one

proposed in this paper is more than justified. The results

obtained using photo clustering are always better than the

corresponding ones on the right-hand side of the table. In

some cases, like Madrid � 4 with n = 5 using Ŷ, the dif-

ference is remarkable (26%). It is worth mentioning the

case of New York City, given that is the one with less

difference between both strategies, particularly when n is

five.

Focusing now on the model comparison, it is observed

that, regardless of the photo selection strategy, there are

two main behaviors that stand out. The first one is the

surprisingly good results of the majority model (B), driven

by the fact that in some cities the visits of the customers are

not uniform. This is the case of Gijón (due to its small size)

and Madrid (with a lot of tourists who follow the advice of

the guides and visit the same places). The good perfor-

mance of B in those cities can clearly be seen in Fig. 4 (in

blue), where all the results in Table 3 are graphically

represented using radial charts.

The second noteworthy behavior is that our model (Ŷ)

outperforms the DenseNet encoding alternative (D) in all

the performed tests. There is only one case where this does

not happen, and that is Madrid � 4 with n = 1 for the

random selection strategy. In this case, the Drnd beats Ŷrnd

by only 0.2%, which does not seem relevant. On the

opposite side is the case of Gijón � 4 with n = 3, in which

our model improves the DenseNet alternative by a

remarkable 60%.

In order to verify if this difference in favor of our model

is statistically significant, we carried out a Bonferroni-

Dunn test with a ¼ 0:05. The results of the test,
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graphically depicted in Fig. 5, indicate that Ŷ, our model,

is significantly better than the other four models by a wide

margin. Furthermore, its random version (Ŷrnd) outper-

forms traditional encoding in both of its two configurations

(D andDrnd). Regarding the baseline (B), despite being the

second best model slightly above Ŷrnd, there is no signif-

icant evidence to say that it is statistically superior.

The scores show that the image encoding is of crucial

importance for the task at hand. Our proposed encoding, Ŷ,

maps each photo into a space taking into account the users

who visited the restaurant where it was taken. In a sense,

the model obtained by our deep neural network generalizes

the latent features of the gastronomic offer of the restau-

rant, and that made a specific group of users to visit it.

Fig. 4 Radar charts of the results of each city. The axes represent the

number of photos. For example, ‘‘� 2 (3)’’ stands for the scores

achieved for users with at least 2 photos and where summaries were

built with 3 photos of each cluster. Notice that Gijón has a maximum

of 80%, while the rest of the cities have 40%
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The DenseNet encoding (D), on the contrary, has

nothing to do with the taste of users. The reason is that it is

an encoding devised to achieve good performance in gen-

eral purpose computer vision tasks, such as object recog-

nition. We used the DenseNet as a starting point but our

posterior processing has proven to be essential in order to

achieve an adequate summary of representative images of

restaurants regarding the users’ tastes.

6 Conclusions

This paper presents a method to visually summarize the

information of an RS dataset. In this case, the interactions

between users and items include photos that play a key

role. In fact, the summaries built are a reduced set of photos

that contain the condensed information from the dataset.

To illustrate the proposed method, we used a case study

with five restaurant datasets taken from TripAdvisor. In

this context, the visual summary is a short description, in a

few photos, of the gastronomic offer of a city.

The key piece of the proposal is the encoding of users’

photos. For this purpose, we use a deep neural network that

takes into account not only the visual characteristics of the

photos but also the relationship between the restaurants

where they were taken and the users who visited them.

When dealing with summaries, it is not trivial to

establish the evaluation method that should be used to

measure their quality. In this research, we chose to contrast

the ability of the summaries to be able to reconstruct and

generalize the gastronomic behavior of the users. Regard-

ing the experimentation carried out, we designed an abla-

tion study to analyze the relevance of the different

components of the proposed method. The result is that

performance plummets if we skip any of the steps detailed

in the manuscript.

The approach introduced can be useful in the treatment

of RS datasets with multimedia elements that arise from the

interaction between users and items. Additionally, the

definition of similarity used in this research, which is the

centerpiece, can be extended to other types of data with

relative ease.

While this research presents an innovative approach to

creating visual summaries, there are some limitations and

opportunities for future work. For instance, the evaluation

of visual summary quality is solely based on the ability to

reconstruct and generalize the users’ behavior, which may

not be sufficient in some circumstances. Additionally, the

computational cost of this approach could be a downside

for some for practical applications.

Future opportunities include exploring the performance

of our approach in other datasets with a similar structure

(e.g., Amazon reviews). It could be also interesting to

extend the approach to handle other types of multimedia

elements, such as videos or audio files, in order to build

more complete summaries. Different similarity metrics and

clustering algorithms could be also investigated to improve

the quality of visual summaries.
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