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Abstract: The diagnosis and prognosis of PV-connected batteries are complicated because cells might
never experience controlled conditions during operation as both the charge and discharge duty
cycles are sporadic. This work presents the application of a new methodology that enables diagnosis
without the need for any maintenance cycle. It uses a 1-dimensional convolutional neural network
trained on the output from a clear sky irradiance model and validated on the observed irradiances
for 720 days of synthetic battery data generated from pyranometer irradiance observations. The
analysis was performed from three angles: the impact of sky conditions, degradation composition,
and degradation extent. Our results indicate that for days with over 50% clear sky or with an average
irradiance over 650 W/m2, diagnosis with an average RMSE of 1.75% is obtainable independent of
the composition of the degradation and of its extent.
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1. Introduction

Photovoltaic (PV) technology has been rapidly developing in the past two decades,
and it is predicted that more than 324 GW of new solar capacity will be added to the grid
in the United States in the next decade, quadrupling current levels [1]. Storage will help
reduce the impact of intermittency and increase grid benefits. Electrochemical storage will
consist of both grid-scale and smaller residential storage [1,2].

To ensure maximum performance and optimal safety, batteries require regular as-
sessments of their state of health (SOH). However, assessing SOH for operational PV-tied
systems is problematic due to the sporadic nature of charge and discharge. In recent years,
there has been a tremendous effort towards the development of new methodologies for
SOH estimation [3,4], with a lot of novelty coming from the emergence of data-driven
approaches [5–9] as pioneered by Severson et al. [10]. Unfortunately, many studies suffer
from a lack of data that prevents the extension of the results outside of the tested conditions.
While online databases [11–13] can remediate this issue to some extent, the data is often not
varied enough to represent the sporadic conditions cells will experience in deployed sys-
tems [14]. This lack of diversity can be alleviated by supplementing experimental data with
synthetic data and leveraging the benefits of transfer learning [15]. Besides physic-based
models [16–21], the other main modeling approach considered for generating synthetic
data is the mechanistic approach [22–24]. Because this approach simulates the impact of
degradation modes [24,25] rather than trying to replicate every possible degradation, it
offers fast simulations with high fidelity, making it an excellent candidate to simulate a
large number of data samples. The benefits of using this approach for synthetic data were
previously demonstrated [26], and such datasets were applied to the training of different
machine learning algorithms in recent years [14,27–32]. The main drawback of most current
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synthetic datasets when deployed systems are considered is that they provide low-rate con-
stant current data, which is typically not available in real applications without performing
lengthy maintenance cycles. This limitation has been circumvented with the latest version
of our mechanistic modeling framework, which enables simulations outside of constant
current [33]. This new feature has been used in our previous work [34], where we proposed
a new methodology for diagnosis that used real observed solar irradiance, modeled clear
sky irradiance, and synthetically generated battery data from a digital twin. The approach
was demonstrated to be effective for the opportunistic diagnosis of PV-connected batteries
without the need for any maintenance cycles. Our results showed that diagnosis of was
possible if clear-sky conditions occurred for at least half of the day. However, significant
performance variations were observed for skies with similar cloud coverage, which in-
dicated that the tested sample (18 days) was too small to get a full understanding of the
approach’s applicability. To remediate this issue, this follow-up work tested the approach’s
validity on a newly generated dataset consisting of the 720 days of our observed irradiance
dataset from Maui, HI, USA.

The overall approach for this work is summarized in Figure 1. For the 720 days
tested period, the voltage response was simulated using output from a clear-sky irradiance
model in conjunction with nearly 45,000 different degradations for the battery [34]. This
synthetic dataset was then used to train a 1D convolutional neural network (CNN) to enable
the quantification of battery degradation. The algorithm, developed by Kim et al. [28],
was selected from our previous work [34], where it offered the best compromise between
accuracy and calculation time compared to other tested algorithms. A second synthetic
dataset was generated using the same methodology but using the observed irradiance data
instead of the modeled one for every day of the dataset. The resulting data was filtered
with the help of two metrics: the clear sky percentage (cs%) [34] and the average daily
irradiance (|Irr|). In addition, the diagnosis accuracy was evaluated from three different
angles: the sky conditions for which this diagnosis is more accurate, the degradation paths
for which the opportunistic diagnosis is more favorable, and the extent of degradation for
which the diagnosis could be considered valid. The diagnosis accuracies obtained from
the analysis of 10,000 degradations for 720 days allowed for a better understanding of the
potential of using synthetic data generated from clear sky irradiances for opportunistic
diagnosis of deployed PV-connected batteries.
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Figure 1. Schematic summary of the approach.

2. Materials and Methods

The irradiance dataset used in this work contains observations collected over a two-
year period from a PV test site located at the Maui Economic Development Board office
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on the southwestern coast of the island of Maui, Hawai‘i, USA. The test site included
instrumentation for high-frequency PV and solar resource monitoring, including a Kipp and
Zonen SMP21-A secondary pyranometer mounted in the plane of array (POA) of installed
PV systems. The data was collected at 1 Hz and averaged over 1 min for data collection.

As in [34], a clear sky irradiance model (CSM) was used. It was based on the model
proposed by Ineichen and Perez [35] for a horizontal surface but included modifications to
estimate clear sky irradiance on a tilted surface by recomputing the solar angle of incidence,
adding a reduction of diffuse irradiance received [36], and adding a ground reflected
irradiance source [37]. In order to determine if an irradiance observation was occurring
under a clear sky, its value was compared to the output from the CSM. This information
was then used to calculate the cs%.

The battery digital twin comprised HNEI’s ‘alawa mechanistic battery model [24,33]
and half-cell data harvested from a commercial cell with a graphite (G) negative electrode
(NE) and a Nickel Manganese Cobalt oxide (NMC) positive electrode (NE) with a 1:1:1
stoichiometry. The model parameterization at different rates was detailed in [34], and
the parameters are provided in Appendix B. As proposed in [33], and to handle the non-
constant current duty cycles, calculations were undertaken at 150 different rates to be
able to select the most adapted voltage/rate couple matching the power request for each
point of duty cycle [34]. To avoid any overfitting error, each simulation was performed
with parameters randomly varied by ±1% to be in the same range as observed cell-to-cell
variations in commercial cells [38]. The synthetic data used in this work, both for training
and testing, was generated using the method described in [14,26,27] by scanning the entire
range of possible combinations for the thermodynamic degradation modes, the loss of
lithium inventory (LLI), and the loss of active material (LAM) for the PE and NE up to
50% each. The resolution was set to 2.5% (861 unique triplets [LLI, LAMPE, LAMNE]) with
1% steps (50 simulations per triplet), resulting in around 45,000 unique degradations per
simulation for the training and 5% (231 unique triplets and 11,000 degradations) for the
testing [34].

The one-dimensional CNN [28] developed by Kim et al. was selected for this work
due to its proven efficient quantification of degradation modes and because it offered the
best compromise between accuracy and calculation cost [34]. The algorithm was trained,
validated, and tested on both voltage vs. capacity and voltage vs. time curves since the duty
cycles were not constant current. As explained in [34], the time (t)-based diagnosis would
be preferable for deployed systems because it is directly measurable, but it was found
more difficult to achieve than the capacity (Q)-based one. The model was implemented in
TensorFlow [39] with 5 layers, of which 2 are CNN-1D layers with 32 neurons each and 3
are fully connected layers with 128, 64, and 3 neurons each. The batch size, learning rate,
and number of epochs were fixed at 64, 0.001, and 25, respectively.

The statistical metrics used in this study are the root mean square error (RMSE), the
mean absolute error (MAE), and the Pearson correlation coefficient (ρ), defined as follows:

RMSE =

√
∑n

i=1
(yi − xi)

2

n
, MAE =

∑n
i=1|yi − xi|

n
, ρ =

∑n
i=1 (xi − x) (y i − y)√

∑n
i=1 (xi − x)2∑n

i=1(yi − y)2

With yi being the prediction, y the prediction mean, xi the true value, x the true mean,
and n the total number of data points.

For interested readers, more details on the experimental set up can be found in [34], of
which this work is a direct follow-up using the exact same models and dataset.

3. Results

A sample day of input data is shown in Figure 2, with results for the observed
irradiance in blue and the calculated clear sky one in black. Figure 2a showcases the
irradiances where the effects of Intermittent cloud coverage can be seen, resulting in a cs%
of 34 and a 15% reduction in |Irr| for the observed irradiance compared to the modeled
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one. Figure 2b presents the voltage response calculation process for duty cycles that are
not constant currents. The thin black dotted curves represent 150 different simulations
at constant current for rates evenly spread between C/100 and C/5. For each duty cycle
and for each increment of capacity, the right couple voltage/rate were fetched to match
the requested power (thick black and blue curves). For the observed irradiance duty cycle,
and since there was less power generated because of the cloud coverage, the charge was
incomplete, and the maximum capacity was not reached (thick black curve). Figure 2c
displays the resulting voltage vs. capacity curves with the associated incremental capacity
(IC) derivative as an inset. The drop in irradiance actually did not influence much the
voltage vs. capacity curves, and despite the lower end-of charge voltage, the curves
calculated from the observed and clear-sky irradiances are rather similar, with just a little
noise visible between 30 and 70% normalized capacity. Looking at the incremental capacity
curves allows for enhanced visualization of the differences, and it can be seen that, while the
different features of the IC curves are not as well defined in the case of the data generated
from the observed irradiance, the overall shape remained the same. The differences are
more marked on the voltage vs. time curves (Figure 2d) because, while the low irradiance
peaks will not charge much capacity, their duration is not negligible [34]. In this work, the
process showcased in Figure 2b was repeated for more than 10,000 different degradation
compositions where LLI and LAMs were each independently varied from 0 to 50% in
1% increments. The resulting data was used to train (clear sky data) and test (observed
irradiance data) the algorithm.
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Figure 2. Example of the data used in this work for the observed and clear sky irradiance with (a) the
observed irradiance for a randomly selected day from the dataset (22 May 2017), (b) voltage/rate
calculations to match the requested power, (c) the resulting voltage response for the cells as a function
of capacity with the associated incremental capacity curve as an inset, and (d) the voltage response as
a function of time with the associated dt/dV vs. V curve as an inset.

Before looking into the performance of the algorithm, Figure 3a,b present the dis-
tribution of the daily cs% observations in 10% increments for (a) the full 2-year period
and (b) seasons. Overall, 34% of the 720 tested days had below 10% clear skies, with a
peak in winter (40% of days) and a dip in summer (26% of days). This high percentage
of days without a clear sky is not surprising given the tropical climate of the Hawaiian
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archipelago. From the results obtained in our previous work [34] on an 18 day sample,
diagnosis seemed possible for days with 50% or more clear skies. This amounts to 20.5% of
the 720 days in the dataset, with a maximum in winter (25%) and a minimum in summer
(17.5%). In order to test if focusing on higher cs% improved diagnosis accuracy, the days
for which the cs% is above 70% will also be studied in this work. This corresponds to 6% of
days overall (9% winter, 4% summer). Since it was observed that the cs% might not be the
only parameter to monitor to enable good diagnosis [34], this work also investigated the
diagnosis accuracy as a function of the |Irr|, Figure 3c,d. Overall, |Irr| peaks on average
around 625 W/m2 independently of the season. 75% of the days had an average irradiance
above 500 W/m2 without much seasonal impact, whereas 40% of the days had an average
irradiance above 600 W/m2 and 11.5% above 650 W/m2 (17.5% and 4.5% for winter and
summer, respectively).
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Figure 3. Distribution of (a,b) the clear sky percentage and (c,d) the average irradiance for the entire
2-year dataset and per season, respectively.

Figures 4 and 5 present the evolution of the diagnosis RMSEs averaged for each 10%
cs% and 50 W/m2 |Irr| increment, respectively. Results are plotted as box plots that display
a summary of the diagnosis statistics with median, quartile, and outlier information. The
box size corresponds to the interquartile range, i.e., the 50% of the data around the median.
The line in the box is the median value, with the 95% confidence interval represented by
the size of the notch and the filling. The whisker length corresponds to the distance to the
last data point within 1.5 times the interquartile range. Values above or below the whiskers
marked by circles are considered outliers. The four panels on the figures correspond to the
distribution of the average RMSEs for (a) a Q-based diagnosis with degradation modes up
to 50%, (b) the t-based diagnosis under the same conditions, (c) the Q-based diagnosis for
up to 25% degradation, and (d) the t-based diagnosis under the same conditions. The three
sets of results correspond to the individual degradation modes (LLI, LAMPE, and LAMNE,
from left to right).
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diagnosis up to (a) 50% and (c) 25% degradation and time-based diagnosis up to (b) 50% and (d) 25%
degradation. Some outliers were present above the 35% cutoff.

Looking at the evolution of the RMSEs with the cs% (Figure 4), it can be seen that they
were on average 50% lower for the Q-based diagnosis compared to the t-based ones. This
was reduced to 30% when the maximum degradation of 25% was used instead of 50%. This
is similar to what was observed in [34] in the smaller sample. The distribution was also
more monotonic than the one obtained with just 18 days [34], so the sample size increase
did allow for stronger conclusions on the impact of cs%. The size of the interquartile
range (i.e., the size of the box containing 50% of the data) was found to decrease with an
increasing cs%. For the Q-based diagnosis, the RMSEs started to plateau around 50% cs%
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versus 70% for the t-based diagnosis. The bottom whiskers did seem to go down to their
minimum for almost every cs% which indicates that cs% alone did not allow for all the
days for which a good diagnosis is possible. However, with little to no outliers and a low
RMSE at a high cs%, it is extremely efficient at selecting days with good opportunities for
diagnosis. Finally, the RMSE for LLI estimation was most of the time lower than the one
for LAMPE for low cs% but not necessarily for the higher ones. The LAMNE estimations
were nearly always the ones with the worst RMSEs, except for high cs% when LAMPE’s
were the worst.

Figure 5 presents similar data for |Irr| instead of cs%. In this case, there was a clear
difference in minimum RMSE between the low and high averages, showcasing a better
separation of the good and bad opportunities. For the Q-based diagnosis, the RMSEs
started to plateau above 600 W/m2 while reaching their minimum above 650 W/m2 for
both maximum degradations. For the t-based diagnosis, the plateau was not as marked,
especially when higher degradations were considered (Figure 5b). It has to be noted that
there were outliers even for the higher averages, which implies that |Irr| filtering did
not guarantee a good diagnosis. In addition, the 95% confidence range for the medians
drastically increased for the t-based diagnosis at low average irradiances compared to the
Q-based ones.

Table 1 presents a summary of the obtained statistical metrics for the five considered
cases figure: the full dataset, over 50% and 70% cs%, and |Irr| over 600 and 650 W/m2.
The best results were always obtained on days with over 70% cs%. In tied second came
the over 50% cs% and over 650 W/m2 (1.13 times higher), with the over 50% being slightly
better for the Q-based diagnosis versus the over 650 W/m2 being better for the t-based
ones. Fourth came over 600 W/m2 (1.3 times higher), and, not surprisingly, the full dataset
(2.4 times higher) came last. For all but the full dataset, the Q-based MAE were always
around 2% up to 50% degradation and around 1.5% or below for 25% or less degradation.
The values for t-based MAE were about twice as high as their Q-based counterparts. In
addition, the correlation coefficients were all above 0.95 for the Q-based diagnoses and
above 0.9 for the t-based ones, with only a few exceptions.

Table 1. Statistics Metrics Summary.

Q50 Q25 t50 t25

RMSE
(%)

MAE
(%) P RMSE

(%)
MAE
(%) ρ

RMSE
(%)

MAE
(%) ρ

RMSE
(%)

MAE
(%) ρ

LLI

Full 4.90 3.43 0.93 2.96 2.27 0.88 9.40 7.00 0.80 6.42 4.74 0.74
>50% cs 3.28 2.10 0.97 1.47 1.22 0.98 4.26 3.01 0.96 2.48 1.97 0.96
>70% cs 3.24 2.06 0.97 1.45 1.21 0.98 3.84 2.66 0.96 2.12 1.70 0.97

>600 W/m2 3.42 2.23 0.97 1.58 1.29 0.98 5.12 3.74 0.95 3.25 2.52 0.95
>650 W/m2 3.34 2.15 0.97 1.48 1.23 0.98 4.33 3.07 0.96 2.42 1.93 0.96

LAMPE

Full 5.34 3.93 0.89 4.19 3.17 0.80 10.70 7.85 0.74 7.47 5.50 0.64
>50% cs 2.14 1.62 0.99 1.71 1.39 0.98 4.37 3.04 0.95 3.23 2.44 0.92
>70% cs 1.97 1.50 0.99 1.61 1.31 0.98 3.75 2.55 0.96 2.81 2.08 0.93

>600 W/m2 2.54 1.90 0.99 1.92 1.54 0.97 5.64 4.03 0.93 4.07 3.05 0.89
>650 W/m2 2.22 1.67 0.99 1.70 1.39 0.98 4.45 3.06 0.95 3.07 2.30 0.93

LAMNE

Full 5.97 4.30 0.87 4.07 3.08 0.78 11.85 8.49 0.64 8.34 5.94 0.50
>50% cs 3.20 2.30 0.98 2.06 1.67 0.96 6.18 4.40 0.90 4.62 3.55 0.83
>70% cs 2.98 2.14 0.98 1.88 1.54 0.97 4.97 3.42 0.94 3.38 2.56 0.90

>600 W/m2 3.56 2.55 0.97 2.30 1.84 0.95 7.43 5.37 0.86 5.21 3.96 0.76
>650 W/m2 3.27 2.34 0.97 2.05 1.66 0.96 6.17 4.43 0.91 4.26 3.26 0.85

Mean

Full 5.40 3.89 0.90 3.74 2.84 0.82 10.65 7.78 0.73 7.41 5.39 0.63
>50% cs 2.87 2.00 0.98 1.75 1.43 0.97 4.94 3.48 0.94 3.44 2.65 0.90
>70% cs 2.73 1.90 0.98 1.65 1.35 0.98 4.19 2.88 0.96 2.77 2.12 0.93

>600 W/m2 3.17 2.22 0.97 1.93 1.56 0.97 6.06 4.38 0.91 4.18 3.18 0.86
>650 W/m2 2.95 2.05 0.98 1.74 1.43 0.97 4.98 3.52 0.94 3.25 2.50 0.91
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4. Discussion

The analysis of the results for the 10,000 degradations for the 720 days of the dataset
confirmed that an accurate diagnosis for days with at most 50 cs% or an |irr| above
650 W/m2 is obtainable. This is especially true for the Q-based diagnosis, as the RMSEs
were on average around 1.75% when considering up to 25% degradation. For the t-based
diagnosis, the RMSEs were closer to 3.5% for the same conditions that account for more
than one in five days in our dataset.

To complement this analysis, it is necessary to remember that these RMSE values are
the average values obtained from 10,000 different degradation compositions, whose extent
ranges from 1% to 50%. Therefore, it is possible that the overall average RMSE did not tell
the full story and that it could have been influenced by compositions for which the method
is not working or by their extent. In order to investigate this issue, the data was analyzed
from two additional complementary angles: the impact of the degradation path and the
impact of the degradation extent.

To investigate the impact of the degradation path, it is essential to first discuss the
definitions of diagnosis and path dependence. Every battery degradation can be decom-
posed in terms of how much it affects the amount of lithium that can react, how much
material is available to host it, and how fast that can be done. Every degradation can thus
be summarized by the evolution of its degradation modes [24,25]. Excluding kinetic effects,
every degradation has a unique composition of the three main degradation modes (LLI,
LAMPE, and LAMNE). This composition will change depending on the battery usage; e.g.,
low temperatures might favor one over another, and the opposite might be true for high
cut-off voltages. This is the path dependence of battery degradation. Since degradation can
only be associated with a unique composition of the three main degradation modes, it can
be represented on a ternary diagram (Figure 6). Every point in the triangle corresponds to
a unique value of the [LLI, LAMPE, LAMNE] triplet, whose sum is always 1. The portion
associated with each degradation mode can be found using the arrows in the top left panel,
for which the current position indicates a 0.33:0.33:0.33 mix of the three degradation modes.
This representation does not consider the extent of the degradation, as each point in the tri-
angle is the average of all degradations for this composition (i.e., 1%:1%:1% to 50%:50%:50%
for the 0.33:0.33:0.33 mix). To avoid confusion with the extent of the degradation, which
will be discussed later, fractions will be used to describe the compositions.

Figure 6 presents the impact of the degradation modes on the diagnosis accuracy for
days with 50% or more cs%. The first and third columns summarize every path up to 50%
degradation for the Q-based and t-based diagnoses, respectively. The second and fourth
columns contain the same data but with up to 25% degradation. The three lines showcase
the data for the three degradation modes from top to bottom: LLI, LAMPE, and LAMNE.
The same data for other studied case figures (the full dataset, over 70% cs%, |Irr| over
500 W/m2, 600 W/m2, and 650 W/m2) is provided in Figures A1–A5, respectively. To ease
the comparison, every figure uses the same color scheme and scale.

For all case figures except the full dataset, the RMSE of Q-based diagnosis was rela-
tively independent of the degradation composition, as a mainly uniform color is observed
throughout the triangles, indicating little impact of the degradation composition on ac-
curacy, especially for the Q-25% diagnosis. For the Q-50% diagnosis, the RMSEs were
only slightly higher for LLI estimation when the degradation was dominated by LAMNE
(>0.4) with significant LAMPE (up to 0.6) and with between 0.25 and 0.33 of LLI (the white
“cloud” on the blue triangle on the top left figure). There was also another small cluster
of lower accuracies for LAMNE estimation for degradation, with 0.5 to 0.6 LAMPE and
0.3 to 0.4 LAMNE with little LLI. There was little difference between the four case figures,
with only a whiter “cloud” for the less restrictive conditions (50 cs%, |Irr| over 500 W/m2

and 600 W/m2). When the full dataset was considered (Figure A1), there was, however,
a clear impact of the degradation composition. For LLI estimation, the “cloud” was still
there with the worst accuracy, but RMSEs also increased significantly for all degradations
with a fraction of LLI over 0.2. For LAMPE and LAMNE, the best results were obtained for
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the lower fraction of the respective modes. Looking at the same evolution for the t-based
diagnosis, there was more impact from the degradation composition and more difference
between the case figures, especially for LAMPE and LAMNE. This time the |Irr| over
500 W/m2 was much closer to the full dataset than the other ones, with RMSEs increasing
significantly when the content of the corresponding modes was increasing over 0.2; this
was more intense for LAMPE and LAMNE compared to LLI. The |Irr| over 600 W/m2

showcased the same results to a lesser extent, and the clusters identified above for LLI and
LAMNE estimation were starting to be visible. These trends continued for the best-case
figures, and, except for LLI, the level of path independence reached for Q-based diagnosis
cannot be reached for t-based diagnosis.

Batteries 2023, 9, x FOR PEER REVIEW 9 of 17 
 

 
Figure 6. Diagnosis accuracy for days with >50% cs% as a function of the degradation path for LLI 
(1st row), LAMPE (2nd row), and LAMNE (3rd row) for Q-based diagnoses to 50% and 25% total 
degradation (columns 1 and 2) as well as for t-based diagnoses to 50% and 25% total degradation 
(columns 3 and 4). 

Figure 6 presents the impact of the degradation modes on the diagnosis accuracy for 
days with 50% or more cs%. The first and third columns summarize every path up to 50% 
degradation for the Q-based and t-based diagnoses, respectively. The second and fourth 
columns contain the same data but with up to 25% degradation. The three lines showcase 
the data for the three degradation modes from top to bottom: LLI, LAMPE, and LAMNE. 
The same data for other studied case figures (the full dataset, over 70% cs%, |Irr| over 500 
W/m2, 600 W/m2, and 650 W/m2) is provided in Figures A1 to A5, respectively. To ease the 
comparison, every figure uses the same color scheme and scale. 

For all case figures except the full dataset, the RMSE of Q-based diagnosis was rela-
tively independent of the degradation composition, as a mainly uniform color is observed 
throughout the triangles, indicating little impact of the degradation composition on accu-
racy, especially for the Q-25% diagnosis. For the Q-50% diagnosis, the RMSEs were only 
slightly higher for LLI estimation when the degradation was dominated by LAMNE (>0.4) 
with significant LAMPE (up to 0.6) and with between 0.25 and 0.33 of LLI (the white 
“cloud” on the blue triangle on the top left figure). There was also another small cluster of 
lower accuracies for LAMNE estimation for degradation, with 0.5 to 0.6 LAMPE and 0.3 to 
0.4 LAMNE with little LLI. There was little difference between the four case figures, with 
only a whiter “cloud” for the less restrictive conditions (50 cs%, |Irr| over 500 W/m2 and 
600 W/m2). When the full dataset was considered (Figure A1), there was, however, a clear 
impact of the degradation composition. For LLI estimation, the “cloud” was still there 
with the worst accuracy, but RMSEs also increased significantly for all degradations with 
a fraction of LLI over 0.2. For LAMPE and LAMNE, the best results were obtained for the 
lower fraction of the respective modes. Looking at the same evolution for the t-based di-
agnosis, there was more impact from the degradation composition and more difference 
between the case figures, especially for LAMPE and LAMNE. This time the |Irr| over 500 
W/m2 was much closer to the full dataset than the other ones, with RMSEs increasing sig-
nificantly when the content of the corresponding modes was increasing over 0.2; this was 

Figure 6. Diagnosis accuracy for days with >50% cs% as a function of the degradation path for LLI
(1st row), LAMPE (2nd row), and LAMNE (3rd row) for Q-based diagnoses to 50% and 25% total
degradation (columns 1 and 2) as well as for t-based diagnoses to 50% and 25% total degradation
(columns 3 and 4).

Outside of the full dataset, the analysis of Figure 6 and associated supplementary
figures showcased a limited effect of the degradation composition on the Q-based diagnosis
and a slight effect on the t-based diagnosis, with the exception of a few clusters. One
possibility to explain the clusters is the extent of the degradation, as every point on the
triangle corresponds to the average RMSE over up to 25 or 50% degradation, as explained
above. It is therefore also important to investigate the evolution of the estimated value as a
function of the true value with increasing degradation percentages. Since the results were
similar for all case figures except the full dataset, only one condition will be discussed in
detail: the one for days over 50% cs% (Figure 7), with the corresponding curves for the
full dataset provided in Figure A6. The first noticeable feature to notice is that, similarly to
what was reported in [34], there was a haze for low degradation that disappeared, then the
maximum degradation was reduced from 50% to 25%. This indicates that the larger errors
correspond to degradation paths where one of the modes is low and at least one of the other
is high. This corresponds to the position of the “clouds” on Figure 6 (low LLI, high LAMs).
This probably explains most of the differences in accuracy between the 50% and 25%
degradation datasets since the data for the 25% to 50% degradation range did not showcase
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any haze and showed a similar distribution around the 1:1 line to the lower ones for the 25%
maximum figures. This distribution was much smaller for the Q-based diagnosis compared
to the t-based ones, where significant under-estimations occurred (intensity present below
the 1:1 line). This impact was much worse on the full data set than on the other ones.
Overall, the distribution was also wider for LAMNE estimation than for LAMPE and LLI,
but it remained pretty consistent, and there was no sign of clusters of inaccuracies. The
clusters observed for specific compositions (Figure 6) are therefore most likely imputable
to the algorithm not being able to recognize some degradation compositions.
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Figure 7. Distribution of LLI (1st row), LAMPE (2nd row), and LAMNE (3rd row) estimations vs.
true values for the days with over 50% cs% and Q-based diagnoses to 50% and 25% total degradation
(columns 1 and 2) as well as for t-based diagnoses under same conditions (columns 3 and 4).

From the results compiled in Table 1 and the impact of the degradation path as well as
the extent of the degradation discussed, the different case figures can now be compared in
detail to determine what is the best strategy to identify which days should be considered
for opportunistic diagnosis. Clearly, the full data set cannot be used, as the overall statistics
are not good enough to guarantee an accurate diagnosis. |Irr| over 500 W/m2 (top 75% of
the data) and over 600 W/m2 (top 40% of the data) helps improve the statistics to a level
where Q-based diagnosis might be an option but not the t-based one. Over 50% cs% (20.5%
of the data) and |Irr| over 650 W/m2 (11.5% of the data) present similar results and better
diagnosability for t-based data, with a slight advantage for the over 50% cs%. Overall, the
best results were obtained for over 70 cs% of the sample, but this only corresponds to 6%
of the dataset. Therefore, the best option to detect useful days seems to be the cs%, and
the higher it is, the better the accuracy of the diagnosis will be. However, days with high
|Irr| could also be used to complement. Looking closer at the over 50% cs% and over
650 W/m2 |Irr| filters, there is only a partial overlap of the days matching the description.
Combining both corresponds to 23% of the dataset with RMSEs similar to those of the
individual ones. This is because some days with high |Irr| might have low cs% and
inversely. For comparison, Figure 8a presents the evolution of the RMSE as a function
of both the cs% and the |Irr|. From this figure, it can be seen that the cs% is always
low and the RMSE is always high when the |Irr| is below 500 W/m2. For higher |Irr|,
every value of cs% seems to be possible. This corresponds to days where the irradiance
is close but not matching the modeled one. An example of such a day is presented in
Figure 8b, with the black curve. On this day, the cloud coverage prevented the irradiance
from being at the clear sky level (cs% = 2%), yet the average irradiance is high (684 W/m2)
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and the RMSE is low (3% for up to 50% degradation). The cloud cover on this day was
likely all very high cirrus clouds, which are more transparent than the typical cumulus and
stratocumulus found above Hawaii. This exemplifies that there are some days with high
|Irr| but low cs%. Figure 8b also presents another interesting example with the blue curve.
This particular day had a low cs% (28%), a low |Irr| (398 W/m2), and yet a low RMSE
(4% for up to 50% degradation). Clearly, there was significant cloud coverage mid-day,
but this did not prevent diagnosability because only little capacity was exchanged, similar
to what was observed in Figure 2. This will, of course, be algorithm, battery size, and
chemistry-dependent.
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5. Conclusions and Outlook

This work took a deeper dive into the opportunistic PV-connected battery diag-
nosis technique we recently proposed [34]. By analyzing the statistic obtained from
10,000 degradation paths simulated from 0 to 50% degradation and applied to 720 dif-
ferent days, we were able to confirm that the clear sky percentage is a good metric to detect
opportunities but that it could be supplemented by days with high average irradiance.
Diagnosis is possible on a capacity basis for days with more than 50% clear sky with limited
impact of the degradation composition and extent. For time-based diagnosis, a higher
clear-sky percentage is necessary. The limited impact of the composition and extent makes
the method particularly attractive for deployment in automated analysis since it will not be
sensitive to path dependence and history, which could remove concerns about accuracy
under unpredictable conditions. This confirms that the potential benefits of this technique
for the community are significant.

Finally, while this analysis provided remarkable new insight into the application of
the technique, it also raised a lot of questions that will need to be addressed in future
work to move from the academic to the applicable stage. Some obvious ones include
the need to consider the impact of imbalance and inhomogeneities in battery packs on
the voltage response as well as the impact of the additional usage on cells that will be
associated with the eventual usage of the cells while in charge. Before looking into those,
it might be interesting to also look into the impact of the PV/battery size ratio, as the
results presented here are only valid for the chosen battery chemistry and size relative to
the PV. A larger battery will charge slower and might only be partially charged every day,
which could limit the information available for the algorithm. A smaller battery will charge
faster, which will make diagnosis more complicated because kinetics will play a larger role.
While the location will have an impact, we would argue that testing in the tropics is the
worst-case scenario with only a reduced season signal relative to locations farther away
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from the equator where winter days will receive less power, which will result in slower
charges and thus easier diagnosis for a similar PV/battery size match. In addition to the
rate, the battery size and chemistry will also influence around what time of the day the
most prominent voltage features occur, which could affect the diagnosability. A solution
could be to create a synthetic benchmark irradiance dataset that covers most possible
cloud conditions at different times of the day to test the applicability and limitations
of the machine learning algorithm. Speaking of the latter, the current algorithms were
developed for constant current applications, and they could be optimized to better address
the challenges associated with irradiance data both on capacity and time scales.
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Battery digital twin model parameters:
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