
Vol.:(0123456789)1 3

Journal of Real-Time Image Processing (2023) 20:111 
https://doi.org/10.1007/s11554-023-01368-7

RESEARCH

Low‑cost system for real‑time verification of personal protective 
equipment in industrial facilities using edge computing devices

Darío G. Lema1   · Rubén Usamentiaga1   · Daniel F. García1 

Received: 18 April 2023 / Accepted: 13 September 2023 / Published online: 9 October 2023 
© The Author(s) 2023

Abstract
Ensure worker safety in the industry is crucial. Despite efforts to improve safety, statistics show a plateau in the reduction of 
these accidents in recent years. To decrease the number of accidents, compliance with established industrial safety standards 
and regulations by competent authorities must be ensured, including the use of Personal Protective Equipment (PPE). PPE 
usage is of paramount importance, as it is essential to prevent accidents from occurring. This work aims to improve worker 
safety by verifying PPE usage. Technology plays a key role here. A cost-effective solution is proposed to monitor PPE usage 
in real time. Most existing safety control systems are costly and require considerable maintenance. A low-cost computer 
vision system is proposed to supervise safety in industrial facilities. This system uses object detection and tracking technol-
ogy in low-cost embedded devices and can generate alarms in real time if PPE is not used. Unlike other works, temporal 
information is used to generate the alarms. Safety managers receive this information to take necessary actions. Emphasis 
has been placed on cost, scalability, and ease of use to facilitate system implementation in industrial plants. The result is an 
effective system that improves worker safety by verifying established safety measures at a reduced cost. The methodology 
used improves the Average Precision of PPE detection by 6%. In addition, unlike other studies, the problem of application 
deployment is addressed, which has an impact on its cost.

Keywords  Real-time applications · Low-cost devices · Safety in industry · Safety systems

1  Introduction

Safety standards in industrial environments must be estab-
lished through industry safety regulations, protocols, proce-
dures, and techniques. For example, international standard 
IEC 61,508 is one of the most common standards for the 
design of safety systems. This includes the definition of 
general requirements for safety, system design, installation, 
and commissioning. This standard also dictates the need for 
a risk analysis prior to the implementation of safety sys-
tems, to prevent, as far as possible, accidents from occur-
ring. Safety organizations in industrial environments, such 
as the American National Standard Institute (ANSI) for 
industrial safety, the International Organization for Stand-
ardization (ISO) for safety in industrial control systems, and 

the Institute of Electrical and Electronics Engineers (IEEE) 
for safety in industrial automation, have proposed their own 
standards. These entities create standards that establish 
requirements for safety in industrial environments, which 
must be enforced through preventive and follow-up meas-
ures, such as equipment maintenance, risk analysis, process 
monitoring, and adequate personnel training.

One of the objectives of these standards is to ensure the 
safety of workers in industrial environments. Despite this, 
in 2019, there were 3408 fatal accidents in the European 
Union [1], and 5333 in the United States [2]. Although the 
data show that in recent years, there has been a reduction in 
fatal workplace accidents [3, 4], there appears to have been 
a stagnation in their reduction.

Traditionally, in each industrial facility or work area, 
there is at least one person responsible for ensuring that 
safety measures are complied with, including the use of PPE 
[5]. However, due to the large size of industrial facilities, 
it is difficult to check at all times whether PPE are being 
used correctly. This is where technology plays a vital role. 
Analysis of visual information is the key to detect these 
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safety failures and, if necessary, generating the correspond-
ing alarms. In the past, it was necessary to implement algo-
rithms to process this information. However, in recent years, 
there has been a revolution in the field of image processing 
thanks to deep learning. Deep learning is a machine learning 
technique based on the use of deep neural networks to pro-
cess large amounts of data. These deep neural networks are 
trained to recognize hidden patterns in the data, so they can 
process images much more accurately and quickly than tradi-
tional algorithms. Their main drawback is that the hardware 
needed is expensive. For this reason, it is important for com-
panies to find affordable computer vision solutions, which 
can be easily implemented, reducing costs and improving 
the safety of their workers.

The cloud can be used to process large amounts of data. 
However, the cost of having a system running continuously 
is high, and requires constant Internet connectivity. It should 
also be noted that, due to network latency, it is not pos-
sible to process a large number of images in real time (30 
FPS). This is why, computer vision solutions that can be 
run locally, without the need for Internet connectivity, must 
be sought.

The problem is that recent advances in deep learning-
based object detection models, such as residual blocks [6], 
which greatly increase the accuracy of the models, increase 
the computational cost. To reduce this cost, modeling and 
optimization techniques can be used to create more efficient 
computer vision models, capable of running on low-cost 
devices. In addition, computational distribution techniques 
can be used to improve model performance. This enables 
companies to implement computer vision models efficiently.

Traditionally, the information captured by various video 
surveillance cameras is sent to and processed by a single 
central server. This approach clashes with the new trend of 
creating scalable systems. If new sources of information 
(cameras) are to be incorporated, it is necessary to acquire 
a more powerful server.

Fortunately, a new generation of devices capable of 
performing very fast convolution operations has recently 
emerged, allowing the application of real-time deep learn-
ing-based alarm generation systems at low cost. These new 
devices are called edge computing devices. The union of 
these devices with low-cost cameras allows the creation of 
highly distributed systems where each of these embedded 
devices contains the vision and detection process. The pro-
posed alternative uses this approach to create a highly scal-
able autonomous system, increasing the number of points in 
an industrial facility controlled by the system, at a low cost.

In addition, this solution has a major advantage in terms 
of information security, as the data generated by the cam-
era are processed in the embedded device, rather than in 
a centralized system, which means that there is no single 
point where all the data are stored. This ensures greater data 

security and privacy, which is a major advantage for many 
industries.

By integrating computer vision systems based on deep 
learning and edge computing devices, the novelty of this 
work lies in the creation of an end-to-end model for alarm 
generation, contrasting with the previous efforts that merely 
focused on detecting Personal Protective Equipment (PPE) 
and individuals. This groundbreaking approach presents 
a scalable and secure solution for triggering alarms when 
workers fail to utilize their PPE adequately, thereby signifi-
cantly enhancing workplace safety.

The utilization of edge computing devices not only 
ensures scalability but also guarantees privacy. This is 
achieved by processing camera data directly within the edge 
computing devices, obviating the need to transmit sensitive 
information outside the company. Furthermore, the imple-
mentation of deep learning systems enables generalized 
threat detection, eliminating the necessity of fine-tuning 
parameters for each specific scenario. Consequently, the 
proposed approach overcomes prior limitations by merging 
diverse technologies into a cohesive and efficacious system 
that advocates comprehensive occupational safety.

2 � Related works

Numerous studies have explored the real-time processing 
of video to fulfill the demands of diverse applications [7, 
8]. In parallel, research endeavors have aimed to enhance 
worker safety through the integration of computer vision 
techniques. However, these efforts predominantly revolve 
around the detection of specific security equipment, whereas 
the approach taken in this study transcends these limitations 
by enabling alarm generation through the use of an end-to-
end model in which no post-processing is required.

A pivotal contribution in this area is the construction of 
an architecture based on YOLOv4 and the Siamese network 
for personnel tracking in [9] construction environments. The 
method employs CMOS image sensors to power YOLOv4, 
but only identifies individuals without discerning whether 
they are using PPE. Similarly, a fusion of YOLOv5, Open-
pose, and a one-dimensional convolutional neural network 
has been utilized in [10] to detect whether workers are wear-
ing their helmets according to the established standards. In 
[11], another initiative aimed at curbing fall-related acci-
dents from scaffolding collapses combines instance seg-
mentation for scaffolding detection with an object correla-
tion module for hazardous worker behavior identification. 
Regrettably, their focus does not encompass PPE non-usage 
detection. These works seek to improve the PPE detection 
process; however, they do not generate alarms in the event 
that a worker does not use the established PPE.
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An exploration of post-processing techniques for associ-
ating detected PPE items with workers has been proposed 
in [12]. However, the compatibility of such post-processing 
techniques with real-time applications or their suitability 
for deployment on edge computing devices remained unex-
plored. Throughout this paper, a comparative analysis will 
be conducted between these PPE–worker matching models 
and the novel end-to-end approach proposed, which directly 
generates alarms in case a worker does not use the corre-
sponding PPE.

In alternative methodologies, each worker is equipped 
with a microcontroller-based device for PPE verification 
[13]. Such devices signal the control room upon detecting 
non-compliance. Nevertheless, this approach necessitates 
individualized devices for each worker, escalating system 
costs. Notably, industrial facilities often house pre-existing 
video surveillance cameras, which could be repurposed for 
a computer vision-based system.

To implement a system to help increase worker safety, it 
is necessary to deploy these systems in some type of device. 
In [14], a lightweight version of YOLOv5 is developed to 
detect helmets in construction. With this modified version of 
YOLOv5, real-time applications are achieved on a NVIDIA 
Jetson Nano. Unfortunately, the Average Precision decreased 
by 4.2%. In [15], YOLOv5 is also modified to achieve the 
same goal: detecting helmets in construction environments. 
The backbone used is ShuffleNetV2. Also, an optimization 
is carried out using quantization and layer merging tech-
niques. The results show how these modifications make the 
model faster than the original. To demonstrate this, they 
use a NVIDIA Jetson Nano. In [16], traditional techniques, 
such as LBP classifiers, histogram of oriented gradients, and 
sequential classifiers, are compared with models based on 
deep learning. The different solutions are deployed on an 
Nvidia Jetson TX2 and Jetson Nano. The conclusion is clear: 
deep learning-based solutions offer better results. While 
these studies evaluate edge computing device deployment, 
they fall short of examining the comprehensive real-time 
monitoring system. Moreover, factors such as image size 
impact and the potential integration of object trackers to 
improve system reliability remain unexplored, aspects that 
this study comprehensively addresses.

3 � Materials and methods

The computer vision-based surveillance system uses low-
cost cameras to monitor the space under surveillance. Each 
camera is connected to an edge computing device, where the 
processing of the captured visual information takes place in 
real time. Instead of using object detection to determine the 
presence or absence of personal protective equipment (PPE), 
object tracking has been implemented in this system.

The main difference between object detection and object 
tracking is that object detection is limited to identifying the 
presence or absence of objects in an image, while object 
tracking goes beyond object detection to provide additional 
information about the location, movement, and changes 
in size of each object. While object detection is useful for 
detecting the presence of PPE, object tracking provides more 
information about the location and movement of PPE. This 
makes it possible to check whether PPE is being used in 
real time. In this way, greater accuracy and efficiency can 
be obtained in detecting potentially dangerous situations in 
the monitored space.

In the experiments carried out, it was found that on many 
occasions, an object is not detected, but it is actually present. 
For this reason, when using object tracking, the decision to 
generate an alarm is not made with a single image (frame), 
but with the information obtained from several frames. In 
this way, alarm generation is much more reliable. If, for 
example, in one frame, an occlusion occurs due to two work-
ers crossing paths, so a PPE cannot be detected, the alarm 
will not be generated, since in the previous N frames, the 
PPE will have been detected. This provides greater reliabil-
ity to the algorithm, since false alarms are avoided. In addi-
tion, object tracking also makes it possible to track objects 
entering the security area, keeping track of the workers in 
each sector, as well as the PPE they are wearing.

The proposal consists of the creation of a low-cost system 
to verify security measures in real time. The system is com-
posed of the following components: a dataset with a large 
number of images to allow the creation of a robust model, a 
dataset of the facility where the system is to be implemented 
to check its performance, a camera (or several) to moni-
tor the working environment, and a computing device (or 
several) to process the images captured by the camera. It is 
also necessary to define the methods to generate alarms and 
to evaluate the quality of the system. These aspects will be 
discussed in this section.

3.1 � Steps to implement the low‑cost system 
for real‑time verification of PPE

Figure 1 shows a diagram of the six steps necessary: 

1.	 Create safety corridors (optional): In some industrial 
facilities, there may be objects in the middle of the work 
environment, causing occlusions which makes it difficult 
to see the workers. This hinders the verification of PPE, 
not only to computer vision-based systems, but would 
also hinder verification by human safety officers. For 
this reason, it is recommended to create these safety cor-
ridors, thus favoring the vision process.

2.	 Locate surveillance spots: The choice of surveillance 
spots is key. If the correct locations are not selected, the 
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detection will fail and, therefore, the alarms will not be 
generated correctly. In the facility tested, the existing 
columns on either side of the work area are used. In 
Fig. 1, only one of the sides is shown, for the sake of 
simplicity.

3.	 Installation of cameras and computing devices: The 
choice of these devices is key to the correct functioning 
of the system. They must be low cost and functional. 
They will be discussed in more detail in this section.

4.	 Image processing: The cameras placed in the facility 
will send video images video to the processing device. 
In these devices, the necessary algorithms must be 
executed to determine whether an alarm should be 
generated. Since video is available, it is interesting to 
study the possibility of using object trackers instead of 
object detectors, since they provide more information. 

For example, what happens if in one frame a worker 
with PPE is detected, but in the previous N frames, it is 
not. Object detection algorithms cannot make a decision 
based on this information, but object trackers can. This 
section will discuss object detection and object tracking 
algorithms in more detail.

5.	 Communication of the decision made: In the event that 
the algorithm used establishes that an alarm should be 
generated, it is necessary to transmit the information to 
those responsible for safety. In this project, it has been 
decided to use the wireless network of the facility where 
the system is tested. This way, the cost of the system is 
not affected, since no additional installation is required.

6.	 Decision-making: Once the recommendation for an 
alarm has been received, the security manager will 
decide the appropriate measures.

Fig. 1   Diagram that summarize the proposal: Low-cost system for real-time verification of PPE in industrial facilities using edge computing 
devices
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3.2 � Materials

3.2.1 � Dataset used

To create the PPE verification system, it is first necessary 
to generate a model capable of detecting workers and PPE. 
To train the model, it is necessary to use a suitable dataset. 
The most appropriate would be to use a dataset with images 
of the facility in which the system is to be implemented. 
However, two problems arise: companies do not usually have 
datasets large enough to generate robust models, and the 
model generated could not be generalized to other facilities.

For these reasons, it was decided to use a public dataset 
as a starting point. The selected dataset is Color Helmet 
and Vest (CHV) [17]. This dataset consists of people, hel-
mets, and vests. The helmets are divided by color (blue, red, 
white, and yellow) to establish the category of the identified 
worker. Table 1 shows the number of objects in each class. In 
this work, it was decided to unify all the helmets in a single 
class, since the main objective is to detect whether workers 
are wearing helmets or not.

In Sect. 4.2.1, the results obtained with this dataset are 
analyzed. Nonetheless, it will be necessary to verify whether 
the use of these data serves to generalize a model capable 
of detecting the objects of interest in a particular industrial 
facility. In Sect. 4.2.3, experiments are carried out to analyze 
this.

3.2.2 � Camera

There are various cameras that could be used to monitor 
the working environment. Three aspects are key: price, 
resolution, and viewing angle. To cover a large area of the 
industrial facility, it is necessary to place several cameras 
in strategic points of the facility. The larger the facility, the 
more cameras are needed, so with large installations, the 
price of the system can skyrocket. Another aspect to take 
into account is the resolution. Throughout this work, it will 
be shown how there are alarms that cannot be generated, 
because images have very low resolution and, therefore, 

workers cannot even be seen by the human eye. For this rea-
son, it is necessary that the system has the highest resolution 
cameras possible. Finally, the greater the angle of vision of 
the selected camera, the wider the area to be covered, thus 
reducing the number of cameras to be used, and therefore 
the cost.

Taking these aspects into account, the IMX219-160 cam-
era was selected. This camera costs approximately $20, and 
is compatible with multiple devices. It has a resolution of 
3280 × 2464 , and a viewing angle of 160◦ . In Fig. 2, the 
camera used is shown.

3.2.3 � Computing devices

To process the images captured by the camera, it is neces-
sary to have a device with the appropriate computational 
capacity. Since one of the objectives is to achieve real-time 
image processing (30 FPS), one option would be to use tradi-
tional GPUs. The main advantage of these GPUs is that they 
are able to perform the convolution operations, necessary 
to apply the object detection algorithms, very efficiently. 
However, their price does not make them suitable for sys-
tems where scalability is sought through a distributed and 
independent system. Fortunately, in recent years, a series of 
devices, known as edge computing devices, have emerged, 
which offer high performance at a low cost.

Within this range of products, there are devices with high 
performance, such as the NVIDIA AGX Xavier, whose price 
is approximately $600. However, again, due to its high cost, 
this type of device has been discarded in favor of the Rasp-
berry Pi v4, perhaps the most widely used device, and the 
NVIDIA Jetson Nano. Both devices have an approximate 

Table 1   CHV dataset data

# of images % of images # of objects % of objects

Person 1323 35.24 3887 42.20
Vest 696 18.54 1784 19.37
Blue Helmet 275 7.32 508 5.51
Red Helmet 269 7.16 536 5.82
White Helmet 536 14.27 1195 12.97
Yellow Hel-

met
655 17.44 1299 14.10

Total 1330 100 9209 100
Fig. 2   IMX219-160 camera
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price of $50. These devices have been used in other works 
with excellent results [18–20]. In Fig. 3, both devices are 
shown. Sections 4.4.1 and 4.4.2 analyze the inference times 
of the two devices using the selected object detection algo-
rithm and varying the size of the images used.

3.3 � Methods

3.3.1 � Alarm generation

The decision to generate an alarm can be made based on 
information from a specific moment, or using temporal 
information about the same event. In both cases, it is neces-
sary to detect the objects of interest, and then make a deci-
sion. For this reason, object detection and object tracking 
algorithms are analyzed.

Object detection algorithms: Non-compliance with safety 
measures can be detected by applying an object detection 

algorithm. These algorithms have existed for decades, but 
in recent years, there has been a revolution in this field. This 
is mainly due to the popularization of GPUs, which allows 
convolution operations to be performed efficiently. Thanks 
to these advances, a wide variety of object detection algo-
rithms based on deep learning have been developed. These 
algorithms are divided into two types: one-stage and two-
stage detectors. The two-stage detectors first propose a set of 
regions of interest (ROIs) and then classify these regions into 
categories. RCNN [21] is an example of two-stage detector. 
One-stage detectors process the entire image at once. YOLO 
or SSD [22] are examples of one-stage detectors.

Because real-time processing is key to the proposed sys-
tem, one-stage detectors are chosen. After analyzing several 
works where these detectors are used, and due to its evolu-
tion, YOLOv5 was chosen to detect objects of interest.

Table 2 shows a comparison between the different ver-
sions of YOLO. The first version of YOLO [23] divides the 
image to be processed into an S × S grid. Each of the cells to 
be processed is responsible for detecting the objects whose 
center falls in it. YOLOv2 [24] incorporates improvements 
such as anchor boxes that make it competitive with other 
algorithms in terms of accuracy, but not in the detection 
of small objects. For this reason, YOLOv3 [25] incorpo-
rates the detection of objects in three scales. In YOLOv4 
and YOLOv5 [26, 27], several improvements such as 
mosaic augmentation are incorporated into the training. 
These improvements give the algorithm an accuracy that 
was unthinkable a few years before. Recently, the sixth 
and seventh versions of the algorithm [28, 29] have been 
developed and modifications have been made to the network 
architecture.

Since the last two versions are so new, they have not yet 
been widely evaluated by the scientific community. For this 
reason, it was decided to use YOLOv5 as the algorithm to 
detect the objects of interest.

(a)

(b)

Fig. 3   Edge computing devices: (a) Raspberry Pi v4. (b) NVIDIA 
Jetson Nano

Table 2   Comparison of the different versions of YOLO

Version Year Grid Multiple 
scale detec-
tion

Anchor 
boxes

Strong 
augmentation 
policy

YOLOv1 2016 7 × 7 No 0 No
YOLOv2 2017 13 × 13 No 5 No
YOLOv3 2018 13 × 13

26 × 26

52 × 52

Yes 9 No

YOLOv4 2020 13 × 13

26 × 26

52 × 52

Yes 9 Yes

YOLOv5 2020 13 × 13

26 × 26

52 × 52

Yes 9 Yes
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Once the objects of interest, PPE in this case, have been 
detected, a decision must be made. To do this, two alterna-
tives, called the logical model and the end-to-end model, 
have been studied. In both cases, it is necessary to have 
the best possible detection model available, so that the 
best decision can be made. Section 4.2.2 describes several 
experiments carried out with the aim of improving previ-
ous models.

Logical model: After obtaining the optimal model, the 
system proceeds to generate alarms based on the identi-
fied detections. The alarms are categorized into two types: 
worker without helmet and worker without vest.

The employed object detection algorithm is capable 
of detecting both workers and Personal Protective Equip-
ment (PPE) independently. However, the challenge arises 
in associating each worker with the appropriate PPE. To 
address this issue, the Intersection over Union (IOU) met-
ric could be utilized. IOU quantifies the extent of overlap 
between two regions, which are predictions in the context 
of this application. Nevertheless, due to the considerable 
size disparity between a worker and a piece of PPE, the 
IOU value might turn out to be quite low.

To mitigate this size-related limitation, an alternative 
approach known as Intersection over Class (IOC) is pro-
posed, as shown in Eq. 1

To assign PPE to a specific worker, IOC calculations are 
performed between all workers and the particular PPE in 
question. The worker–PPE association is established by link-
ing the PPE to the worker with the highest IOC(Person, PPE) 
value, provided that the IOC surpasses a predetermined 
threshold. This method ensures that each PPE is allocated 
only to the nearest worker.

When a worker is detected without the required PPE, an 
alarm is triggered. To determine the minimal threshold for 
PPE compliance, a comprehensive analysis of the available 
data is essential. The relevant investigation to establish 
this threshold is conducted in Sect. 4.3.1.

End-to-end model: An alternative approach to gener-
ate alarms involves the creation of an end-to-end model 
that directly predicts the alarms. However, this approach 
comes with its own set of challenges, primarily due to the 
scarcity of public datasets annotated for this specific task. 
Unlike other solutions, this method diverges from the con-
ventional labeling of people, helmets, and vests. Instead, it 
focuses on labeling instances of interest: workers without 
helmets, workers without vests, and workers wearing both 
PPE components. A visual representation of this annota-
tion approach is illustrated in Fig. 4b.

(1)IOC =
(Person ∩ PPE)area

PPEarea

.

In contrast to the logical model, where individual 
objects are annotated separately (as shown in Fig. 4a), 
this end-to-end approach directly annotates alarms. This 
means that alarms themselves are designated and identified 
within the dataset. Furthermore, to facilitate the model’s 
ability to distinguish instances that warrant generating an 
alarm from those that do not, it becomes imperative to 
include labeling for individuals who diligently adhere to 
all safety measures-those wearing both helmets and vests.

In Sect.  4.3.2, the feasibility of implementing this 
end-to-end approach is explored. This entails meticulous 
adjustments to the data labeling process to accommodate 
the model’s learning needs effectively.

In Sect. 4.3.3, a comparative analysis delves into the 
outcomes achieved by both the logical model and the end-
to-end prediction model. Not only are the results scruti-
nized, but also a comprehensive examination of the merits 
and drawbacks of each approach is presented in detail. 
This comprehensive evaluation seeks to show the trade-
offs between the two alternatives and provide insights into 
their respective performances within the context of the 
task at hand.

(a)

(b)

Fig. 4   Labeling of the dataset according to the model to be applied: 
a Logical model: labeling of each of the objects of interest indepen-
dently. b End-to-end model. In both cases, an alarm should be gener-
ated for lack of vest
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Object tracking algorithms: The main difference between 
an object tracking algorithm and a detection algorithm is 
that the latter are limited to detecting objects of interest in 
an image (or frame). However, the former have the ability to 
track the object of interest across multiple frames, adjusting 
a region of interest to follow the object as it moves. These 
tracking algorithms use an object detection model to locate 
the objects of interest in each frame. Once the objects are in 
a frame, they are associated with the objects in the previous 
frames. In this way, an object in a scene can be tracked. This 
characteristic is of vital importance for the development of 
the proposed system, since when a PPE is not detected in one 
frame but in the previous frames it is, the alarm should not 
be generated. This is very common in an industrial facility.

The most widely known object tracking algorithm is Sim-
ple Online and Real-time Tracking (SORT) [30]. SORT is a 
real-time object tracking algorithm. It is based on detecting 
and tracking objects in an image or video sequence using a 
neural network to detect and classify objects in the scene. 
Once the objects have been detected, SORT uses a Kalman 
filter as a label assignment algorithm to assign a unique 
identity to each object and track its movement over time.

The evolution of SORT is DeepSORT [31]. Like SORT, 
DeepSORT uses a neural network to detect and classify 
objects in an image or video sequence. However, instead of 
using a Kalman label assignment algorithm to assign unique 
identities to each object, DeepSORT uses another neural 
network to learn and remember the unique features of each 
object and improve tracking accuracy over time.

Although DeepSORT improves on the results of SORT 
considerably, a new version of the algorithm, known as 
StrongSORT [32], has recently emerged. StrongSORT 
incorporates a link model without appearance information 
(AFLink) to associate short tracks into complete trajectories; 
and a Gaussian-smoothed interpolation (GSI) to compensate 
for missing detections. These two modifications with respect 
to DeepSORT make the object tracker metrics better. For 
this reason, StrongSORT was selected as the object tracking 
algorithm to develop the system.

Object tracking works with temporal information. For 
this reason, it is very useful for this work, as there may be 
occlusions that prevent workers from being visible at all 
times. For example, if two workers cross each other, noise 
will be added to the data to be processed. For this reason, 
using temporal information is very useful. In Sect. 4.3.4, the 
results of applying StrongSORT in a particular industrial 
facility are analyzed.

3.3.2 � Evaluation metrics

To establish the performance of the system, it is necessary 
to establish a series of metrics. The most commonly used 
metric in the field of object detection is Average Precision 

(AP) [33]. This metric is based on precision and recall. Pre-
cision, shown in Eq. 2, is used to measure how trustworthy 
the predictions are. Recall, shown in Eq. 3, is used to check 
the percentage of objects that have been detected. Both met-
rics can be combined in F1, as shown in Eq. 4.

In object detection, the predictions are accompanied by 
a confidence value. To calculate the AP, first, precision and 
recall are calculated by filtering by confidence level, and 
then, the curve is plotted for all levels. The AP is the area 
enclosed by the curve

With the AP, it is possible to compare different object detec-
tors. The choice of the best object detector is key as it will 
affect the object tracker metrics. In the case of object track-
ing, the most widespread metric is Multiple Object Tracking 
Accuracy (MOTA) [34]. Object tracking takes into account 
two aspects: the correct detection of the objects of inter-
est, and their correct identification over time. MOTA has 
these two aspects in mind. For this reason, as shown in 
Eq. 5, False Negatives (FN), False Positives (FP), Identifier 
Switches (IDSW), and the number of ground truth objects 
(GT) are identified for every frame (t). Commonly, this met-
ric is used to evaluate pedestrian tracking in scenes with 
multiple objects. In this work, what is interesting is to evalu-
ate the tracking of the alarms of each of the PPE, as well as 
of the workers that are complying with the established safety 
measures. For this reason, the MOTA is calculated for each 
of the established classes

4 � Experimental setup and results

To implement the real-time PPE verification system, a series 
of experiments are done to select the best option. The results 
of these experiments are discussed in this section.

4.1 � Application scenario

The safety verification system developed has been tested 
in a real industrial facility. The final results are shown in 

(2)Precision =
True positives

True positives + False positives

(3)Recall =
True positives

True positives + False negatives

(4)F
1
=
2 × Precision × Recall

Precision + Recall
.

(5)MOTA = 1 −

∑

t(FNt + FPt + IDSWt)
∑

t GTt
.
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Sect. 4.3.4. This facility stores steel coils used for the manu-
facture of products, such as automobiles, machinery, and 
household appliances. In the warehouse, the coils are stored 
in rows, as shown in Fig. 5. This arrangement causes cor-
ridors to form between the coils. As the coils are stacked on 
top of each other, occlusions are generated from one corridor 
to another. A control room is located in the facility itself, 
where the alarms generated by the system are controlled.

Thus, to guarantee the safety of the workers at all times, 
two cameras were placed in each corridor, one at each end. 
Each camera must cover a viewing angle of 13.4◦ , since they 
are located 2 ms away from the beginning of the corridor.

The facility has 37 safety corridors. Following the pro-
posed design, 74 cameras and 74 NVIDIA Jetson Nano 
devices are required, at a total cost of $5,180.00. Each device 
(NVIDIA Jetson Nano and camera) has a power consump-
tion of 7.5 watts, so the system consumption is 1.08 kW. 
Unlike traditional centralized systems, the proposal is highly 
scalable and the number of devices required can be scaled up 
or down as needed. Table 3 shows some scenarios in which 
the cost and consumption for different requirements are cal-
culated. Obviously, the larger the facility, the greater the 

number of devices required, with the corresponding increase 
in cost and power consumption.

4.2 � Detection results

4.2.1 � Object detection with CHV

In the CHV dataset, analyzed in Sect. 3.2.1, YOLOv5 is 
used to detect the classes of interest. The results obtained 
are shown in Table 4. However, as part of the research, it was 
decided to further explore the hyperparametric configura-
tion of YOLOv5 using a technique known as hybrid search. 
This technique starts with a base configuration, and then, 
a hyperparameter is varied. If the resulting model is bet-
ter than the previous one, it becomes the new base. After 
extensive experimentation, the results shown in Table 5 were 
obtained. The training configuration used was: 600 epochs, 
a batch size of 8, and a learning rate varying from 0.01 to 
0.002 using Adam as solver. It seems clear that after exten-
sive hyperparametric tuning, the results obtained improve 
on the original results. For example, if the L models which 
give the best results are compared for the person class, there 
is an improvement in AP of 4% and 6% for the helmet and 
vest classes. These improvements in the detection of the 

Fig. 5   Diagram showing the layout of the coils and control room used in the industrial facility used to test the feasibility of the PPE verification 
system

Table 3   Scenarios where the size of industrial facilities is varied

# of cor-
ridors

# of Cam-
eras

# of 
NVIDIA Jet-
son Nanos

Cost ($) Power 
consumption 
(kW)

10 20 20 1,400.00 0.24
50 100 100 7,000.00 1.2
100 200 200 14,000.00 2.4
200 400 400 28,000.00 4.8

Table 4   Original results (AP) of the CHV dataset with YOLOv5

Model Person Helmet Vest Average

YOLOv5S 0.8296 0.8411 0.7656 0.8121
YOLOv5M 0.8305 0.8278 0.8214 0.8265
YOLOv5L 0.8311 0.8752 0.8364 0.8475
YOLOv5X 0.8377 0.8851 0.8147 0.8458
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individual classes directly influence the alarm generation, 
since this is based on the detection of each of the classes.

Figure 6 shows some examples of people, helmet, and 
vest detection with YOLOv5L. Figure 6a is a clear example 
of how labeling a dataset can negatively affect the models. 
The worker on the left is wearing the regulation vest. How-
ever, the vest is not labeled. Three workers are labeled on 
the tower in the background. Since they are so far in the 
background of the image, they are almost imperceptible to 
the human eye, and therefore, the model cannot detect them, 
as shown in Fig. 6b. Figure 6c shows a number of people in 
the vicinity of an industrial facility. Some of these people 
are wearing PPE, while others are not. Figure 6d shows how 
practically all the people and the PPE can be detected, except 
for the one cut off on the left. Figure 6f and 6h are examples 
of how the detection of people with and without PPE is fea-
sible when there are no crowds. Figure 6i is a clear example 
of conditions in which PPE cannot be detected due to the 
high concentration of people. However, in Fig. 6j, almost 
all people and helmets are detected, showing the robustness 
of the trained model. Finally, Fig. 6k shows a person with 
helmet and vest. In Fig. 6l, all three classes are perfectly 
detected, although one false positive of the helmet class is 
generated.

4.2.2 � Transfer learning

The model obtained in the previous section is better than the 
one obtained in [17]. However, as explained in Sect. 3.3.1, 
the alarm generation is based on the detection of workers 
and PPE, so the more accurate the detection is, the more 
reliable the system will be.

Transfer learning is applied to improve the model. Trans-
fer learning consists of using the weights of an already 
trained model. In this way, predictions can be made without 
the need for training. The main problem is to find a model 
that has been trained for the same classes of interest. In the 
literature, there is no model trained to detect people, hel-
mets, and vests, but there are models for detecting people. 
Of all the public datasets in which the person class is found, 
COCO [35] is one of the most extensive with more than 
half a million images. For this reason, several of the models 

Table 5   Results (AP) of the CHV dataset with YOLOv5 after hyper-
parametric adjustment

Model Person Helmet Vest Average

YOLOv5S 0.8305 0.9253 0.8628 0.8728
YOLOv5M 0.8622 0.9255 0.9013 0.8963
YOLOv5L 0.8708 0.9366 0.8974 0.9016
YOLOv5X 0.8714 0.9107 0.8725 0.8848

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

(k) (l)

Fig. 6   Examples of test images from the CHV dataset. In the left 
column is the ground truth. On the right the detections made with 
YOLOv5L. Detections of people are shown in orange, the helmets in 
green, and the vests in blue
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trained for this dataset are applied to CHV. Table 6 shows 
the results obtained.

The main disadvantage of transfer learning is that classes 
that have not been used in the training of the pre-trained 
model cannot be detected. To solve this problem, the model 
is fine tuned. Fine tuning consists of a short training with the 
target dataset, with a low learning rate to refine the metrics 
obtained. In this case, the model is refined with YOLOv5M, 
as shown in Table 6. Although the YOLOv5L model offers 
slightly better results, this model is more complex and, 
therefore, has a longer inference time. It is important to note 
that with fine tuning the training starts with the pre-trained 
weights, but during training, it is also possible to detect the 
helmet and vest classes.

After performing fine-tuning with a learning rate of 
0.0032 during 200 epochs, the results shown in Table 7 
are obtained. This technique not only improves the results 
obtained, but the model is trained in a shorter time.

4.2.3 � Generalization of the model to other datasets

The generated model has been created using public data. 
The advantage is that it is a large dataset with which a robust 
model can be created. However, the objective is to imple-
ment the system in a real facility. To test the performance 
of the system, a series of images of the facility where the 
system will be put into operation are collected and the model 
is evaluated. Table 8 shows the results. The results obtained 
are clearly worse than those obtained with the public CHV 
dataset. This is due to the fact that the images of the real 
industrial facility do not belong to the dataset used, and 
therefore, the characteristics of the objects are different. To 
improve the results obtained in the real industrial facility, a 

new training is performed. This time, the training starts with 
from the weights of the previous model and incorporates 
some images from the real industrial facility. As the objec-
tive is to refine the model to fit the industrial facility in ques-
tion, an initial learning rate of 0.0032 is used, decreasing it 
in each of the 200 epochs up to 0.000384. Table 9 shows the 
results obtained. With this new training, the AP improves by 
9.6% for the person class, 24% for the vest class, and 1.2% 
for the helmet class.

These results show that using a public dataset with many 
examples to generate a model is a good idea, but to have 
optimal results, it is necessary to refine the model with 
examples of the facility in which it is to be applied.

4.3 � Alarm generation

Once the objects of interest are detected, a decision must be 
made to determine whether or not an alarm should be gener-
ated. To do this, two approaches are proposed: the logical 
model and the end-to-end model. In Sect. 3.3.1, the differ-
ences between both models are explained.

4.3.1 � Logical model

To use this model, the first step is to establish a minimum 
IOC compliance threshold. To do this, data are analyzed. 
Figure 7 shows the IOC between PPE and workers. The vast 
majority of workers have PPE in close proximity (high IOC 
value), but there are many who have PPE but not in close 
proximity (low IOC). The worker shown on the right of 
Fig. 8 has a low IOC, because the degree of overlap between 
the detection of the person and the helmet is not very high. 
For cases like this, it is decided to set the IOC = 0 . This 
means that to assign a PPE to a worker, it is sufficient that 
both detections overlap. Even so, in the event that a PPE 

Table 6   Results of the CHV dataset with YOLOv5 and COCO 
weights for person class

Model Precision Recall AP

YOLOv5N 0.868 0.758 0.835
YOLOv5S 0.902 0.796 0.854
YOLOv5M 0.882 0.862 0.894
YOLOv5L 0.919 0.829 0.895
YOLOv5X 0.922 0.844 0.844

Table 7   Results of the CHV dataset after fine-tuning with YOLOv5M

Precision Recall AP

Person 0.8974 0.8377 0.9033
Helmet 0.9234 0.9184 0.9551
Vest 0.9038 0.8659 0.9026
Average 0.9082 0.8741 0.9204

Table 8   Results of applying the best model obtained to the new data-
set of a particular industrial facility

Precision Recall F
1

AP

Person 0.842 0.691 0.759 0.742
Helmet 0.851 0.830 0.840 0.839
Vest 0.781 0.423 0.548 0.548

Table 9   Results of applying the best model obtained to the new data-
set of a particular industrial facility after tuning the model

Precision Recall F
1

AP

Person 0.8666 0.6963 0.8269 0.8387
Helmet 0.8666 0.6963 0.8575 0.8507
Vest 0.9315 0.7945 0.7722 0.7973
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overlaps with two or more workers, it will be assigned to the 
worker with whom it overlaps the most.

Once the IOC threshold is established, the algorithm is 
applied. Table 10 shows the results obtained. It seems that 
the detection of workers not wearing a helmet is not very 
accurate. This is mainly due to the low number of examples 
of this type of alarms, and the low size of the helmets.

In the original CHV dataset work, four types of helmets 
are distinguished according to color. This is because the cat-
egory of the worker depends on the color of the helmet. To 
detect them, they directly apply YOLOv5. The logical model 
proposed allows the classification of helmets by applying an 
image classifier, since it detects them independently. After 
performing multiple experiments with the Efficienetv2 

classifier, the results shown in Table  11 are obtained. 
Observing the results, it seems clear that it is possible to 
generate alarms when a worker does not use the helmet, and 
to classify by categories the workers who are using them.

4.3.2 � End‑to‑end model

The end-to-end model has a radically different approach 
from the logical model, because alarms are detected directly 
(the dataset labels are the alarms for not wearing a helmet 
and for not wearing a vest; and the workers who use both. 
See Sect. 3.3.1). After performing various experiments, 
the results shown in Table 12 are obtained. The end-to-end 
model slightly improves the results obtained by the logical 
model.

Figure 9 shows a series of examples where the corre-
sponding alarms are generated using the end-to-end model. 
Figure 9a shows a worker using both PPE in green. However, 
a worker who is not wearing a helmet is shown in yellow. As 
can be seen in this figure, this is a clear example of a false 
positive, since he is actually wearing a helmet. It should also 
be noted that workers in the tower in the background are not 
detected due to lack of resolution, which negatively affects 
the metrics obtained. In Fig. 9b, two workers who generate 
alarms for not using the vest are shown in red. Figure 9c–e 
show workers who are using their PPE. Figure 9f shows 
several workers who are not using the required vest.

4.3.3 � Comparison of models

Both options are valid for generating alarms. However, both 
have advantages and disadvantages. The logical model offers 
the possibility of detecting the PPE individually, being able 
to add new PPE to the alarm generation algorithm if nec-
essary. In addition, there are multiple public datasets with 
which to train the models. Its major drawback is the need for 
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Fig. 7   Intersection over the class (IOC) between the workers and the 
PPE

Fig. 8   Example of low IOC between a worker and a helmet. Detec-
tions of people are shown in orange, and the helmets in green
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post-processing. The inference time is 10 ms (NVIDIA RTX 
2080 Ti); however, the detections must be post processed to 
generate the alarms, which adds 150 ms (Intel i7 9700K) to 
the total time. To classify workers according to category, an 
image classifier can be applied using the detected helmets 
as input, adding another 10 ms. In Table 13, the results of 
applying EfficientNet v2 are shown. The end-to-end model 
does not have this disadvantage, since it generates the alarms 
directly. Its major drawbacks are that it cannot detect indi-
vidual PPE and the lack of public datasets.

Since one of the objectives of this work is to be able to 
verify PPE in real time, the end-to-end model is chosen, as 
it does not require post-processing.

4.3.4 � Object tracking for alarm generation

Alarm generation is possible, although for a robust system, 
it is not sufficient, because too many false positives (FP) are 
generated, leading the system to generate invalid alarms. For 
this reason, it is decided to make use of an object tracker, 
which provides temporal information. With this information, 
the number of FPs can be reduced considerably.

Figure 10 shows an example of this problem. Of the six 
frames shown, only in the third one is the worker’s vest 

not detected. If object detection were used to generate the 
alarms, in this example an alarm, should be generated. 
However, no human would generate the alarm, because 
in the remaining five frames, the vest is detected. This 
is where object tracking plays a crucial role in prevent-
ing false alarms. StrongSORT, based on the use of object 
detectors, was selected as object tracker. In this case, the 
selected object detector is the YOLOv5 model obtained 
in Sect. 4.4.2. Three parameters must be configured for 
the tracker:

–	 Max_Age: maximum number of frames with which an 
undetected object is discarded. E.g., if Max_Age is 5, 
and an object is not detected for 6 frames in a row, the 
next time it is detected it is be considered as a different 
object.

–	 N_Init: number of frames in a row in which an object 
has to be detected to be considered.

–	 NN_Budget: to track an object, it is necessary to calcu-
late the distance between the object in the current and 
previous frames. NN_Budget is the number of frames 
used to calculate this distance.

As this work is designed to generate alarms when a worker 
does not use the appropriate PPE, it is necessary to track 
workers. As the speed at which workers move is not very 
high, the parameter NN_Budget remains constant. How-
ever, MOTA (the most widespread metric for analyzing the 
accuracy of object trackers) does vary depending on the 
values assigned to Max_Age and N_Init. Tables 14, 15, 
and 16 show the MOTA obtained for each of the object 
classes to be tracked. It seems clear that if an N_Init of 1 
is used, which would be equivalent to object detection, the 
MOTA for all three classes is very low. However, when at 
least three frames are used to make the decision to gener-
ate the alarm, the results improve considerably. Something 
similar happens with the Max_Age. If a very low value is 
set, when the corresponding alarm is not detected in one 
frame, the identifier of that object is discarded. For this 
reason, if it is detected again in the next frame, another 
identifier will be assigned to it. As it is really the same 
object, the tracking would not be correct, affecting the 
MOTA negatively.

Table 10   Results of alarm generation with the logical model: alarms for not wearing a helmet (no helmet alarm) and for not wearing a vest (no 
vest alarm); and workers who use both (no alarm)

# of objects TP FP FN P R F
1

No vest alarm 235 171 59 64 0.7435 0.7277 0.7355
No helmet alarm 58 30 27 28 0.5263 0.5172 0.5217
No alarm 207 157 29 50 0.8441 0.7585 0.7990

Table 11   Results of the alarms generation with the end-to-end model

Helmet Precision Recall F
1

Blue 0.9091 0.8889 0.8989
Red 0.9600 0.8889 0.9231
White 0.8977 0.9875 0.9405
Yellow 0.9592 0.8924 0.9246
Mean 0.9315 0.9144 0.9218

Table 12   Results of the alarms generation with the end-to-end model: 
alarms for not wearing a helmet (no helmet alarm) and for not wear-
ing a vest (no vest alarm); and workers who use both (no alarm)

Precision Recall F
1

AP

No vest alarm 0.8175 0.6809 0.7430 0.7466
No helmet alarm 0.7271 0.4134 0.5271 0.4276
No alarm 0.8092 0.8599 0.8338 0.8835
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4.4 � Devices and deployment

4.4.1 � Selection of the device to be used to detect alarms

For the system to improve worker safety, it is necessary 
that the model is accurate, and also that it performs the 

inference as fast as possible. The accuracy of the model 
is independent of the device, so to be able to select which 
one is more suitable to the needs, the speed of inference 
is compared. For this reason, a series of experiments were 
carried out in which YOLOv5 is tested on both devices 
using an input size of 704. With the Raspberry Pi v4, 
Pytorch has been used as a framework, since it is used by 
default. However, with the NVIDIA Jetson Nano, Ten-
sorRT is used. TensorRT is a framework developed by 
NVIDIA that accelerates convolution operations. Table 17 
shows the results. Clearly, the fact that the NVIDIA Jet-
son Nano incorporates a GPU makes the inference process 
much faster. For this reason, this device is used in the 
alarm generation system.

Fig. 9   Examples of alarms 
detection. Alarm detections for 
not wearing a vest are shown 
in orange, alarm detections for 
not wearing a helmet in yellow, 
and workers with complete PPE 
in green

(a) (b)

(c) (d)

(e) (f)

Table 13   Results of EfficientNet v2 to classify helmets by color

Helmet Precision Recall F
1

Blue 0.9091 0.8889 0.8989
Red 0.9600 0.8889 0.9231
White 0.8977 0.9875 0.9405
Yellow 0.9592 0.8924 0.9246
Mean 0.9315 0.9144 0.9218
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Fig. 10   Example of how an alarm would be generated in an isolated frame, but not as a whole

Table 14   MOTA for alarm due 
to lack of vest

N_Init Max_Age

1 2 3 4 5 6 7

1 38.42 42.28 48.36 50.28 50.28 50.28 50.28
2 42.25 45.38 60.25 63.84 63.84 63.84 63.84
3 67.28 69.23 72.33 75.66 75.66 75.66 75.66
4 67.35 69.77 72.55 75.89 75.89 75.89 75.89
5 67.42 69.76 72.26 75.91 75.91 75.91 75.91
6 67.55 69.62 72.48 75.90 75.90 75.90 75.90
7 67.54 69.63 72.48 75.88 75.88 75.88 75.88

Table 15   MOTA for alarm due 
to lack of helmet

N_Init Max_Age

1 2 3 4 5 6 7

1 30.25 32.14 38.25 40.68 40.68 40.68 40.68
2 34.28 42.34 50.34 52.24 52.24 52.24 52.24
3 42.82 53.47 59.14 61.35 61.35 61.35 61.35
4 42.91 53.61 59.82 62.55 62.55 62.55 62.55
5 42.92 53.63 59.84 62.58 62.58 62.58 62.58
6 42.90 53.62 59.83 62.54 62.54 62.54 62.54
7 42.87 53.59 59.80 62.47 62.47 62.47 62.47

Table 16   MOTA for no alarms N_Init Max_Age

1 2 3 4 5 6 7

1 62.17 64.28 71.47 75.26 75.26 75.26 75.26
2 65.33 74.84 78.25 81.56 81.56 81.56 81.56
3 74.50 81.56 87.59 89.34 89.34 89.34 89.34
4 74.52 81.58 87.63 89.78 89.78 89.78 89.78
5 74.53 81.60 87.61 89.75 89.75 89.75 89.75
6 74.55 81.61 87.60 89.66 89.66 89.66 89.66
7 74.56 81.62 87.60 89.61 89.61 89.61 89.61
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4.4.2 � Matching the model to the device

The choice of the NVIDIA Jetson Nano seems obvious, as 
its performance for this type of system is more suitable than 
the Raspberry PI v4. However, the input size used during 
the experiments, 704, is too large to reach real time. The 
selected camera reaches 30 FPS, so the device should be 
able to process images at this speed. For this reason, several 
tests are performed in which the input sizes of YOLOv5 are 
varied and the resulting AP is calculated. Table 18 shows 
the results. All times were measured ten times, and aver-
aged. YOLOv5M is discarded due to the fact that regard-
less of the input size, it does not approach 30 FPS in any 
case. YOLOv5S provides adequate processing speed on the 
NVDIA Jetson Nano with input sizes below 384, Although 
that it suffers an AP loss of 6% with respect to that obtained 
for an input size of 704. With YOLOv5N, the required FPS 
is obtained with input sizes smaller than 512. However, a 
much lower AP is obtained than with YOLOv5S models 
that also meet the temporal requirement. For these reasons, 
it was decided to use the YOLOv5S model with an input 
size of 384. This model can process images at 25 FPS on an 
NVIDIA Jetson Nano with an average AP of 0.62.

4.5 � Summary

As indicated in Sect. 3, a number of materials and methods 
are required to implement the low-cost system for real-time 
verification of PPE. After extensive experimentation, the 
optimal configuration is found to be:

–	 Materials:

–	 Dataset: The public CHV dataset is used to generate 
a model capable of detecting PPE. However, if the 
model is evaluated with images of the real facility 
where the system is applied, the accuracy of detec-
tion decreases. For this reason, it is necessary to 
add some images of the facility to train the model. 
In addition, if transfer learning is used, the results 
improve considerably.

–	 Camera: The IMX219-160 camera was used in 
the experiments carried out. Good results were 
achieved with this camera. In addition, it has a low 
price, which favors the scalability of the system.

–	 Computing device: Deep learning image process-
ing is computationally expensive, so the NVIDIA 
Jetson Nano was selected. The NVIDIA Jetson 

Table 17   Inference times with YOLOv5 and an input size of 704 on 
Rapsberry PI v4 and NVIDIA Jetson Nano

Raspberry Pi v4 Infer-
ence Time (ms)

NVIDIA Jetson 
Nano Inference Time 
(ms)

YOLOv5N 4818 65
YOLOv5S 18,008 108
YOLOv5M 54,001 226
YOLOv5L 138,531 408
YOLOv5X 256,307 Out of memory

Table 18   AP–FPS comparison of YOLOv5 models varying input size

Model Input size AP Inference Time 
(ms)

FPS

YOLOv5N 704 0.566 65 15.3
672 0.573 75 13.3
640 0.567 62 16.2
608 0.575 57 17.5
576 0.566 50 19.9
544 0.583 45 22.1
512 0.565 38 26.2
480 0.571 34 29.3
448 0.578 34 29.6
416 0.563 29 34.8
384 0.562 27 37.4
352 0.558 26 37.8
320 0.540 25 39.4

YOLOv5S 704 0.682 108 9.2
672 0.651 101 9.9
640 0.669 89 11.2
608 0.669 81 12.3
576 0.683 80 12.5
544 0.642 73 13.8
512 0.637 61 16.4
480 0.653 56 18.0
448 0.636 50 19.9
416 0.625 46 21.8
384 0.622 40 24.8
352 0.604 35 28.6
320 0.599 31 31.8

YOLOv5M 704 0.685 226 4.4
672 0.684 208 4.8
640 0.687 187 5.3
608 0.703 171 5.9
576 0.692 164 6.1
544 0.690 149 6.7
512 0.675 117 8.6
480 0.663 108 9.3
448 0.663 101 9.9
416 0.655 92 10.8
384 0.625 80 12.5
352 0.651 72 13.9
320 0.612 64 15.7
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Nano has a low price and incorporates a GPU 
which allows real-time image processing.

–	 Methods:

–	 Alarm generation method: From the experimentation 
carried out, it can be concluded that object track-
ing is necessary to decide whether an alarm should 
be generated. The best results are obtained using 
YOLOv5S with an input size of 384 and the end-to-
end model. With this configuration, the alarms are 
generated correctly in real time (30 FPS).

–	 Metric to evaluate system performance: Since object 
tracking is used, the metric to evaluate the quality of 
the alarms is the MOTA. This metric evaluates the 
quality of the performed actions, and the tracking of 
the objects of interest.

Using these materials and methods, a low-cost system can 
be put in place to ensure the safety of workers at all times.

5 � Conclusion

In recent years, there has been a stagnation in the reduc-
tion of occupational accidents in industrial environments. 
This study endeavors to contribute to further reducing the 
accident rate by creating and implementing a real-time sys-
tem for PPE verification. With a keen focus on encouraging 
widespread adoption, careful consideration has been given 
to the system’s cost-effectiveness. Additionally, a decen-
tralized and highly scalable solution is proposed, enabling 
companies to dynamically adjust the monitored areas based 
on demand.

Upon evaluating this cost-effective real-time PPE veri-
fication system within a real industrial facility, where steel 
coils are stored, it is concluded that it is an effective solu-
tion. The system facilitates continuous monitoring of safety 
parameters in industrial facilities, immediately notifying 
management when these parameters exceed predetermined 
thresholds. Notably, the ease of use of the system reduces 
the need for large investments in training and technical assis-
tance. In essence, this affordable real-time PPE verification 
system proves to be a secure, efficient, and economical ave-
nue for upholding worker safety.

However, a significant drawback of this system pertains 
to its reliance on camera placement and potential occlusions. 
While the employed object tracker mitigates the impact 
of occlusions, extended presence within a blind spot may 
impede the verification of PPE adherence for workers.

As a prospect for future research, the exploration of model 
optimization methods is recommended. This endeavor seeks 
to enable the execution of these models on edge computing 

devices with larger image sizes, thereby enhancing accuracy 
and system performance.
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