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#### Abstract

A study of event-shape observables in proton-antiproton collisions at $\sqrt{s}=1.96 \mathrm{TeV}$ is presented. The data for this analysis were recorded by the CDF II Detector at the Tevatron Collider. The variables studied are the transverse thrust and thrust minor, both defined in the plane perpendicular to the beam direction. The observables are measured using energies from unclustered calorimeter cells. In addition to studies of the differential distributions, we present the dependence of event-shape mean values on the leading-jet transverse energy. Data are compared with PYTHIA Tune A and to resummed parton-level predictions that were matched to fixed-order results at next-to-leading-order (NLO) accuracy (NLO + NLL). Predictions from PYTHIA Tune A agree fairly well with the data. However, the underlying event contributes significantly to these observables, making it difficult to make direct comparisons to the NLO + NLL predictions, which do not account for the underlying event. To overcome this difficulty, we introduce a new observable, a weighted difference of the mean values of the thrust and thrust minor, which is less sensitive to the underlying event, allowing for a comparison with NLO + NLL. Both PYTHIA Tune A and the NLO + NLL calculations agree well within the $20 \%$ theoretical uncertainty with the data for this observable, indicating that perturbative QCD successfully describes shapes of the hadronic final states.
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## I. INTRODUCTION

Hadronic final states produced in hard collisions can be characterized by a number of variables that describe the distribution of outgoing particles in the event. These are referred to as event-shape variables. Event-shape variables describe geometric properties of the energy flow in quantum chromodynamics (QCD) hard-scattering final states. They are related to jet-finding algorithms, which are used to categorize events according to their topology. However, they differ in that event-shape variables encode information about the energy flow in the overall event. A single parameter can describe, for example, the transition between a configuration with all particles flowing along a single axis and a configuration where the energy is distributed uniformly over all solid angles. Furthermore, they have the advantage of being free of the arbitrariness associated with jet definition, i.e., being either cone or cluster in type, cone sizes, splitting/merging fractions, etc.

Measurements of these variables in $e^{+} e^{-}$and deep-inelastic scattering experiments [1] allowed a determination of the strong coupling constant $\alpha_{s}$ and its renormalization group running [2], color factor fits of the QCD gauge group [3], and, more recently, studies of nonperturbative corrections to QCD reviewed in [4]. The goal of the analysis presented here is to measure event shapes in proton-antiproton collisions and to study their dependence on the transverse energy of the leading jet. The data are compared with PYTHIA Tune A $[5,6]$ and with resummed next-to-leading-logarithm (NLL) parton-level predictions that were matched to fixed-order results at next-to-leadingorder (NLO) accuracy [7] (referred to as NLO + NLL).

The earliest studies of event shapes in hadron-hadron collisions were performed at the ISR [8] and the SPS [9] and focused on tracing the emergence of jetlike structures.

Over a decade later, event shapes were measured at a hadron-hadron collider during Run I at the Tevatron, where variants of event shapes were measured by CDF [10] and D0 [11]. Absent from all of these studies was a direct comparison to perturbative QCD (pQCD). This was in large part due to the intrinsic theoretical difficulties associated with modeling of the hadron collider environment. However, recently, a number of tools for investigating event-shape variables beyond leading order have been developed [7], allowing for comparisons with hadron collider data.

In this paper, we report a measurement of event-shape variables using energies from unclustered calorimeter cells in events with transverse energy of the highest-energy (leading) jet ranging from 100 to 300 GeV . Events were produced at the Tevatron Collider in proton-antiproton collisions at a center-of-mass energy of 1.96 TeV and were recorded by the CDF II [12] Detector. The data used in this analysis were collected from February 2002 to August 2004, with an integrated luminosity of $385 \mathrm{pb}^{-1}$. Section II contains a brief description of the NLO + NLL theoretical predictions used in this analysis. In Sec. III, the observables of interest are introduced, and the effects of hadronization and the underlying event (UE) are examined. Section IV outlines the features of the CDF II Detector relevant for this analysis. Event preselection and the reconstructed objects used in the analysis are described in Sec. V. Section VI reviews the measurement, describes instrumental effects on the measurements, and explains how the measurements are corrected for these effects. Section VII lists the sources of systematic uncertainties that affect the final results. Finally, results are presented and summarized in Secs. VIII and IX, respectively.

## II. NLO + NLL THEORY

The calculation of event-shape-variable distributions at the parton level in perturbative QCD is divided into two regimes: fixed-order and resummed calculations [7]. Event-shape observables considered in this analysis have the property that large values of the variable coincide with the emission of one or more hard partons at large angles relative to the parent parton. In this regime, the distribution is well-described by a traditional perturbative expansion in powers of the strong coupling, $\alpha_{s}$. This method provides an accurate description over most of the range of the variables, e.g., transverse thrust, discussed later in this paper.

The method breaks down for small values of the eventshape variables. In fact, all fixed-order calculations diverge in the limit that the event-shape variable goes to zero. In this region, the differential cross section is primarily sensitive to gluon emissions that are soft compared to the hard scale of the event and/or collinear with one of the hard partons. Such radiation has relatively large emission probabilities due to logarithmic enhancements. In this case, each power of $\alpha_{s}$ in the perturbative expansion is accompanied by a coefficient that grows as $\ln ^{2} 1 / y$, where $y$ is the variable of interest. This enhances the importance of higher-order terms in the series, and the naive requirement that $\alpha_{s}$ be small is no longer sufficient to render these terms negligible. To obtain meaningful predictions in the region $y \rightarrow 0$, it is necessary to perform an all-orders resummation of the enhanced logarithmic terms, which can be performed with NLL precision.

The parton-level theoretical predictions used in this analysis correspond to fixed-order results at next-to-lead-ing-order accuracy matched to resummed results at next-to-leading-logarithm accuracy. Theoretical fixed-order results are obtained from the Monte-Carlo (MC) integration program NLOJET ++ [13], while the resummed results arise from the Computer Automated Expert SemiAnalytical Resummer [14,15]. These theoretical calculations include initial- and final-state radiation, but do not include multiple-parton interactions or beam-remnant models. They all use CTEQ 6.1 [16] parton distribution functions.

A technical restriction of NLL calculations is that they apply only to "global" variables (i.e., are sensitive to radiation in all directions). This requirement is in direct conflict with the realities of any collider experiment, namely, the limited detector coverage at large rapidities. However, the variables considered in this paper are defined exclusively in the transverse plane perpendicular to the beam axis. Therefore, for sufficiently large values of the maximum accessible rapidity, the contribution from the excluded kinematic region is expected to be small, and the full global predictions for the studied variables should remain valid for $\ln (y) \leq k \eta_{\max }$, where $\eta_{\max }$ is the maximum detector pseudorapidity coverage, and $k$ is a constant dependent on the variable $y$ [7].

## III. DEFINITIONS OF THE VARIABLES

## A. Transverse thrust and thrust minor

The transverse-thrust variable, in analogy to the usual thrust, is defined as [1]

$$
\begin{equation*}
T_{\perp} \equiv \max _{\vec{n}_{T}} \frac{\sum_{i=1}^{n}\left|q_{\grave{\perp}, i} \cdot \vec{n}_{T}\right|}{\sum_{i=1}^{n}\left|q_{\grave{\perp}, i}\right|} \tag{1}
\end{equation*}
$$

where $q_{\perp, i}$ is the transverse momentum of the $i$ th object, where the object is either an outgoing parton (in theoretical calculations) or a calorimeter cell (in experimental reconstruction). The sum runs over all objects in the final state, and the thrust axis $\vec{n}_{T}$ is defined as the unit vector in the plane perpendicular to the beam direction that maximizes this expression. For an event with only two back-to-back outgoing objects, $T_{\perp}=1$. In the case of a perfectly cylindrically symmetric event, the transverse thrust takes on the value $T_{\perp}=2 / \pi \approx 0.637$. Historically, the majority of event-shape variables are defined so that they vanish in the limit of two back-to-back objects. Therefore, it is convenient to define $\tau \equiv 1-T_{\perp}$, which has this property. Hereafter, any discussion of the variable called thrust shall refer to the quantity $\tau$, where $0 \leq \tau \leq 1-0.637$.

The thrust axis $\vec{n}_{T}$ and the beam direction $\hat{z}$ together define the event plane in which the primary hard scattering occurs. The transverse-thrust minor is defined as

$$
\begin{equation*}
T_{\min } \equiv \frac{\sum_{i=1}^{n}\left|q_{\vec{l}_{, i}} \cdot \vec{n}_{m}\right|}{\sum_{i=1}^{n}\left|q_{\vec{\perp}, i}\right|} \tag{2}
\end{equation*}
$$

where $\vec{n}_{m}=\vec{n}_{T} \times \hat{z}$. The observable $T_{\min }$ is a measure of the out-of-plane transverse momentum and varies from zero for an event entirely in the event plane to $2 / \pi$ for a cylindrically symmetric event.

It should be noted that the authors of Ref. [7] also proposed an alternative definition for event-shape variables at hadron colliders to specifically deal with the issue of limited detector coverage. As originally envisioned, the event-shape variables were to be defined over outgoing objects in a reduced central region and rendered "indirectly" global by the addition of a "recoil" term event-by-event. The recoil term is defined by momenta in the same central region, but would introduce an indirect sensitivity to momenta outside the region. The proposed recoil term is essentially the vector sum of the transverse momenta in this central region (which, by conservation of momentum, is equal to the vector sum of transverse momenta outside the region). However, Monte-Carlo studies done for this analysis showed that there was almost no correlation between the event-shape variables and the recoil term. Furthermore, the effect of the recoil term can be minimized by using full pseudorapidity coverage of the detector, as it is done in this analysis. As a result, this alternative definition was not pursued.

A number of other event-shape variables (broadenings, hemisphere masses, etc.) whose definitions include longitudinal components of the final-state momenta have also been proposed [7]. Our studies indicate that these variables are very sensitive to detector resolution in the forward region (see Sec. IV). Hence, we focus on a study of the observables $\tau$ and $T_{\min }$ defined in the transverse plane. By construction, these two quantities are infrared and collinear safe.

## B. Hadronization and the underlying event

The NLO + NLL parton-level calculations do not include hadronization effects and they do not have a model of the underlying event. In particular, they do not include beam-beam remnants or multiple-parton interactions [17]. We use PYTHIA 6.1 [5] with CTEQ5L parton distribution function sets [18] to study the effects of hadronization and the underlying event on the transverse thrust, $\tau$, and thrust minor, $T_{\min }$. The underlying event corresponds to particles that arise from beam-beam remnants or from multiple-parton interactions. Figure 1 shows a comparison of the distributions of transverse thrust and thrust minor between the NLO + NLL parton-level theoretical predictions and PYTHIA, without the underlying event at the parton level and after hadronization. The comparison is made for events with leading-jet transverse energy $E_{T}^{\text {lead. jet }}>200 \mathrm{GeV}$; the transverse energy is defined in Sec. IV. The plot shows that PYTHIA and the NLO + NLL parton-level predictions have similar shapes for both the transverse thrust and the thrust minor. However, for the transverse thrust, the PYTHIA distribution is shifted toward larger values over the entire range of the variable. Furthermore, hadronization in PYTHIA produces only a small shift of the event-shape distributions towards values larger than PYTHIA without hadronization, a result expected from LEP [19]).

Figure 2 shows a comparison of the event-shape distributions between the NLO + NLL parton-level predictions, PYTHIA without the underlying event, and PYTHIA Tune A. PYTHIA Tune A includes a model of the underlying event, which was tuned to fit the CDF Run I underlying event data. We see that the underlying event not only shifts the means towards higher values, but also significantly affects the overall shape of the distributions. Figure 3 shows mean values as a function of leading-jet transverse energy. There is very little difference in the mean values for PYTHIA Tune A at the parton and hadron levels. The additional partons from multiple-parton interactions saturate the event-shapevariable distributions to a point where the "reshuffling" of momenta that occurs at hadronization has little effect on the variable.

We conclude that the underlying event significantly affects the distributions of $\tau$ and $T_{\min }$. As a result, a direct comparison of event-shape-variable distributions in data with the NLO + NLL parton-level predictions is not


FIG. 1 (color online). Predictions of the transverse thrust and thrust minor distributions for $E_{T}^{\text {lead. jet }}$ greater than 200 GeV from a parton-level NLO + NLL calculation and from PYTHIA without an underlying event at the parton level and without an underlying event at the hadron level (i.e., after hadronization).
possible. However, a quantity less dependent on the underlying event can be constructed from the average values of the thrust and thrust minor. The dependence of this quantity on the leading-jet transverse energy might then allow for a more meaningful comparison between NLO + NLL parton-level predictions and the measured data. To this end, we begin by considering the definitions of the thrust, Eq. (1), and thrust minor, Eq. (2). Separating the final state into hard $\left(q_{\perp}^{\text {hard }}\right)$ and soft $\left(q_{\perp}^{\text {soft }}\right)$ components and recognizing that the thrust axis is determined almost entirely by the hard component, we see that the transverse thrust and thrust minor can be written approximately as


FIG. 2 (color online). Predictions of the transverse thrust and thrust minor distributions for $E_{T}^{\text {lead. jet }}$ greater than 200 GeV from a parton-level NLO + NLL calculation and from PYTHIA at the parton level without an underlying event and at the parton level with an underlying event (Tune A).

$$
\begin{align*}
\tau \approx & \frac{\sum q_{\perp}^{\text {hard }}-\max _{\bar{n}_{T}} \sum q_{\perp}^{\text {hard }}\left|\cos \phi^{\text {hard }}\right|}{\sum q_{\perp}^{\text {hard }}+\sum q_{\perp}^{\text {soft }}} \\
& +\frac{\sum q_{\perp}^{\text {soft }}\left(1-\left|\cos \phi^{\text {sof }}\right|\right)}{\sum q_{\perp}^{\text {hard }}+\sum q_{\perp}^{\text {soft }}},  \tag{3}\\
T_{\text {min }}= & \frac{\sum q_{\perp}^{\text {hard }}\left|\sin \phi^{\text {hard }}\right|}{\sum q_{\perp}^{\text {hard }}+\sum q_{\perp}^{\text {soft }}+\frac{\sum q_{\perp}^{\text {soft }}\left|\sin \phi^{\text {soft }}\right|}{\sum q_{\perp}^{\text {hard }}+\sum q_{\perp}^{\text {soft }}},} \tag{4}
\end{align*}
$$

where $\phi^{\text {hard }}$ and $\phi^{\text {soft }}$ represent the angle between the thrust axis and the hard and soft components, respectively. The soft underlying event is expected to be, on average,
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FIG. 3 (color online). Predictions of the mean values of the transverse thrust and thrust minor as a function of the leading-jet transverse energy from a parton-level NLO + NLL calculation and from PYTHIA at the parton level without an UE (PYTHIA parton), at the parton level with an underlying event (Tune A parton), and at the hadron level with an underlying event (Tune A hadron).
uniform over the transverse plane; therefore, $1-\tau^{\text {soft }} \approx$ $T_{\min }^{\text {soft }} \approx 2 / \pi$. An expression whose numerator is less dependent on the underlying event can be constructed by taking a weighted difference between the mean values of the thrust and thrust minor as follows:

$$
\begin{align*}
\alpha\left\langle T_{\min }\right\rangle-\beta\langle\tau\rangle \approx & \alpha\left\langle\frac{\sum q_{\perp}^{\text {hard }}\left|\sin \phi^{\text {hard }}\right|}{\sum q_{\perp}^{\text {hard }}+\sum q_{\perp}^{\text {soft }}}\right\rangle \\
& -\beta\left\langle\frac{\sum q_{\perp}^{\text {hard }}-\max _{\vec{n}_{T}} \sum q_{\perp}^{\text {hard }}\left|\cos \phi^{\text {hard }}\right|}{\sum q_{\perp}^{\text {hard }}+\sum q_{\perp}^{\text {soft }}}\right\rangle, \tag{5}
\end{align*}
$$

where $\alpha=1-2 / \pi, \beta=2 / \pi$, and the sums run over objects from the hard scattering ("hard") and from the soft underlying event ("soft"). The soft underlying event
in this expression is in the denominator where its contribution is overshadowed by the hard-scattering term. Furthermore, an additional correction factor, $\gamma_{\mathrm{MC}}$, can be computed from PYTHIA Tune A [5,6], generated with and without multiple-parton interactions:

$$
\begin{equation*}
\gamma_{\mathrm{MC}}=\frac{\sum\left|q_{\perp}^{\mathrm{NoMPI}}\right|+\sum\left|q_{\perp}^{\mathrm{MPI}}\right|}{\sum\left|q_{\perp}^{\mathrm{NoMPI}}\right|} \tag{6}
\end{equation*}
$$

Now, we define a new variable:

$$
\begin{equation*}
D\left(\langle\tau\rangle,\left\langle T_{\min }\right\rangle\right)=\gamma_{\mathrm{MC}}\left(\alpha\left\langle T_{\min }\right\rangle-\beta\langle\tau\rangle\right), \tag{7}
\end{equation*}
$$

which should be less dependent on the underlying event. The $\gamma_{\mathrm{MC}}$ correction is applied to the data for comparisons to theory. We call $D\left(\langle\tau\rangle,\left\langle T_{\min }\right\rangle\right)$ the "thrust differential." It should be insensitive to the underlying event activity in the event, thereby allowing more meaningful comparisons to perturbative calculations of event-shape variables. The variable ranges between 0 and 0.1 and vanishes in both limiting cases of cylindrically symmetric and pencil-like events. The variable allows the probing of the relative contributions of pQCD and non-pQCD processes to the distributions of the event-shape variables. It is important to note that the $\gamma_{\mathrm{MC}}$ correction factor differs from unity by no more than $13 \%$ over the range of the leading-jet $E_{T}^{\text {lead. jet }}$ threshold, as shown in Fig. 4. Also, it can be seen in Fig. 5 that MC simulations show a strongly reduced effect of the underlying event on the thrust differential relative to its effect on the transverse thrust and thrust minor shown in Fig. 3. Experimental measurements of transverse thrust and thrust minor, of the thrust differential, and of the dependence of the latter quantity on the transverse-energy threshold of the leading jet are presented in the next sections.


FIG. 4 (color online). Mean value of $\gamma_{\mathrm{MC}}$, from Eq. (6), as obtained from PYTHIA at the parton level, with and without multiple-parton interactions.


FIG. 5 (color online). Predictions of the mean values of the thrust differential as a function of the leading-jet transverse energy from a parton-level NLO + NLL calculation and from PYTHIA at the parton level with (Tune A) and without an underlying event (parton). The plot indicates that the underlying event has only a small effect on the mean value of the thrust differential.

## IV. CDF II DETECTOR

Data used in this analysis were recorded with CDF II, a general-purpose detector, designed for precision measurements of the energy, momentum, and trajectories of particles produced in proton-antiproton collisions. This section provides a brief overview of the components relevant to our analysis. A detailed description of the entire detector can be found elsewhere [12].

CDF II uses a spherical coordinate system, with the $z$ axis oriented along the proton-beam direction and the azimuthal angle $\phi$ measured around the beam axis. The polar angle $\theta$ is measured with respect to the positive $z$ (proton-beam) direction used to define pseudorapidity $\eta=-\ln \left[\tan \left(\frac{\theta}{2}\right)\right]$.

The CDF II tracking system is used for reconstruction of primary interaction vertices and particle tracks and is placed inside a 1.4 T solenoidal magnet. An inner, singlesided silicon microstrip detector (layer 00) is mounted directly on the beam pipe, at an inner radius of 1.15 cm and an outer radius of 2.1 cm . A five-layer silicon microstrip detector (SVX II) is situated at the radial distance of 2.5 to 11 cm from the beam line and consists of three separate barrel modules with a combined length of 96 cm . Three of the five layers combine a $r-\phi$ measurement with a $z$-coordinate measurement, while the remaining two layers combine $r-\phi$ with small-angle stereo views $1.2^{\circ}$. Three additional intermediate silicon layers are positioned between 19 and 30 cm from the beam line. The silicon tracker is surrounded by the central outer tracker, an open-cell drift chamber providing up to 96 measurements of a charged particle track over the radial
region from 40 to 137 cm . The pseudorapidity region covered by the central outer tracker is $|\eta|<1.0$.

The CDF II tracking system is surrounded by electromagnetic and hadronic calorimeters, whose cells are arranged in a projective tower geometry. The central electromagnetic, central hadronic, and wall hadronic calorimeters consist of lead (electromagnetic) and iron (hadronic) layers interspersed with scintillator. The pseudorapidity region covered by these calorimeters is $|\eta|<1.3$. The segmentation of the central calorimeters is $15^{\circ}$ in $\phi$ and 0.1 units in $\eta$, and again $15^{\circ}$ in $\phi$ but 0.2 to 0.6 in $\eta$ in a forward "plug" region. The measured energy resolutions for the central electromagnetic and central hadronic calorimeters are $\sigma\left(E_{T}\right) / E_{T}=13.5 \% / \sqrt{E_{T}} \oplus$ $2 \%$ and $\sigma\left(E_{T}\right) / E_{T}=75 \% / \sqrt{E_{T}} \oplus 3 \%$, respectively. Here, $E_{T}=E \sin \theta$ is the transverse energy deposited in a calorimeter tower. Energies are measured in GeV . Additional calorimetry extends the coverage in the forward direction to $|\eta|<3.6$. The forward electromagnetic calorimeter is constructed of lead and scintillator layers with an energy resolution of $\sigma\left(E_{T}\right) / E_{T}=16 \% / \sqrt{E_{T}} \oplus 1 \%$. The forward hadronic calorimeter is made of iron and scintillator layers with an energy resolution of $\sigma\left(E_{T}\right) / E_{T}=$ $80 \% / \sqrt{E_{T}} \oplus 5 \%$.

## V. EVENT SELECTION

## A. Triggers

Events were collected using single-jet triggers with $E_{T}$ thresholds of 50 (J050), 70 (J070), and 100 (J100) GeV. Prescale factors are applied to J050 and J070 jet triggers, so as not to saturate the available trigger bandwidth; typical values of prescale factors are 8 and 50 for J050 and J070, respectively. The J100 trigger is not prescaled.

## B. Jet reconstruction algorithm

While event-shape variables are calculated from unclustered calorimeter cell energies, analyzing their dependence on leading jet $E_{T}$ requires use of a jet-energy algorithm for the leading-jet scale. Based on calorimeter information, jets are reconstructed using a cone algorithm [20]. The algorithm starts with the highest transverse-energy tower and forms preclusters from an unbroken chain of continuous seed towers with transverse energies above 1 GeV within a window of $7 \times 7$ towers centered on the originating seed tower. If a seed tower is outside this window, it is used to form a new precluster. The coordinates of each precluster are the $E_{T}$-weighted sums of $\phi$ and $\eta$ of the seed towers within this precluster. In the next step, all towers with $E_{T}>0.1 \mathrm{GeV}$ within $R=\sqrt{(\Delta \phi)^{2}+(\Delta \eta)^{2}}=1.0$ of the precluster are merged into a cluster, and its ( $\eta, \phi$ ) coordinates are recalculated. This procedure of calculating cluster coordinates is iterated until a stable set of clusters is obtained. A cluster is stable when the tower list is unchanged from one iteration to the next. If the clusters

TABLE I. Summary of the data samples, trigger paths, and number of events present after the offline selection criteria.

| $E_{T}^{\text {lead. jet }}(\mathrm{GeV})$ | Trigger | Number of Events |
| :---: | :---: | :---: |
| 100 | J050 | 52546 |
| 150 | J070 | 17850 |
| 200 | J100 | 26207 |
| 300 | J100 | 3126 |

have some finite overlap, then an overlap fraction is computed as the sum of the transverse energies of the common towers divided by the $E_{T}$ of the smaller cluster. If the fraction is above a cutoff value of 0.75 , the two clusters are combined. If the fraction is less than the cutoff, the shared towers are assigned to the closer cluster. The raw energy of a jet is the sum of the energies of the towers belonging to the corresponding cluster. Corrections are applied to the raw jet energy to compensate for the nonlinearity and nonuniformity of the response of the calorimeter, the energy deposited inside the jet cone from sources other than the assumed leading-jet-parent parton, and the leading parton energy deposited outside the jet cone. A detailed description of this correction procedure can be found in [21]. We do not apply corrections to energies of the individual calorimeter towers used in the measurement.

## C. Offline selection

Cosmic ray events are rejected by applying a cutoff on the significance of the missing transverse energy $E_{T}$ [22], defined as $E_{T} \sqrt{\Sigma E_{T}}$, where $\Sigma E_{T}=\Sigma_{i} E_{T}^{i}$ is the total transverse energy of the event, as measured using calorimeter towers with $E_{T}^{i}$ above 100 MeV . The cutoff values are 5.0, 6.0 , and $7.0 \mathrm{GeV}^{1 / 2}$ for data collected using jet triggers with thresholds of 50,70 , and 100 GeV , respectively.

To ensure fully efficient vertex and track reconstruction, we require events with a single interaction as evidenced by having only one reconstructed primary interaction vertex with $|z|<60 \mathrm{~cm}$.

Only events with a jet in the central region $(|\eta|<0.7)$ are selected. Events are categorized according to the transverse-energy threshold of the leading jet, as in Ref [7]. The event categories, trigger paths, and number of events after selection criteria are summarized in Table I.

## VI. MEASUREMENT AND INSTRUMENTAL UNCERTAINTIES

The measurement of event-shape variables is performed with unclustered calorimeter towers over the detector's full rapidity range $|\eta|<3.5$. Towers used in the measurement are required to have a minimum $E_{T}$ of 100 MeV .

In general, measurement of the event-shape variables will be distorted by instrumental effects, and a correction factor is needed to account for this. Figure 6 shows the


FIG. 6 (color online). The effect of the CDF Detector simulation on the thrust differential as a function of the leading-jet transverse energy.
dependence of $D\left(\langle\tau\rangle,\left\langle T_{\min }\right\rangle\right)$ on the leading-jet transverse energy for PYTHIA Tune A at the hadron level and at the calorimeter level after full CDF Detector simulation. While the detector effects do not appreciably affect distributions of $\tau$ and $T_{\min }$, they induce a significant systematic shift of the thrust differential. Sources for this shift have been studied, and the results are given below.

As a result of the magnetic field, the energy flow of an event, as measured by the calorimeter, will be broader than in the absence of the field. To estimate the magnitude of this effect on the thrust differential, MC-simulated particles at the hadron level were propagated to the first active layer of the calorimeter under the influence of a $1.4 \mathrm{~T} B$ field. The direction of each particle was calculated from the $z$ coordinate of the primary interaction vertex and the point of impact on the first calorimeter layer. The effect is found to be $\sim 2 \%$ of the values of the thrust differential and negligible compared to the effect of calorimeter granularity described below.

To estimate the effect on the thrust differential of the calorimeter energy resolution, we smear the energy of the particles in the MC simulation according to a Gaussian with the $1 \sigma$ resolution quoted in Sec. IV. Smearing changes the thrust differential by $<1 \%$ of its value.

Turning now to the effect of the calorimeter granularity, we note that, when a particle above threshold is detected, the location returned by the system is the center of the tower and not the exact location of the shower within the tower. As a result, there is an error associated with the granularity of the calorimeter. In order to understand this effect on the thrust differential, the segmentation of the calorimeter is imposed on MC-simulated particles at the hadron level.

The effects of these instrumental errors on the thrust differential are shown in Fig. 7. The granularity of the


FIG. 7 (color online). Simulation of individual instrumental effects on the thrust differential as a function of the jet-energy threshold.
calorimeter is the primary source of the shift of this variable. The shift is taken into account by a bin-by-bin correction to the thrust and thrust minor distributions, which is propagated to $D\left(\langle\tau\rangle,\left\langle T_{\min }\right\rangle\right)$.

In the model calculations referenced here, event-shape variables are defined over all particles in the final state, including those with arbitrarily small momenta. In order to understand how a cut on the transverse energy affects the variables, we vary the $E_{T}$ threshold on towers from 100 MeV (default) through 200 and 300 MeV . Figure 8 shows that the thrust differential is rather insensitive to the cut on transverse energy at low $q_{\perp}$. While the distributions of thrust and thrust minor get narrower with an increasing $E_{T}^{\text {lead. jet }}$ threshold, the effect on the thrust differential


FIG. 8 (color online). Effect of tower $E_{T}$ threshold on the thrust differential as a function of the leading-jet transverseenergy threshold.

TABLE II. Summary of the experimental values of the thrust differential and of its uncertainties.

| $E_{T}^{\text {lead. jet }}(\mathrm{GeV})$ | $D\left(\langle\tau\rangle,\left\langle T_{\min }\right\rangle\right)$ | Statistical Uncertainty | Jet-Energy Scale | Detector Hermeticity | Pileup |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | $315.3 \times 10^{-4}$ | $4.5 \times 10^{-4}$ | $0.3 \times 10^{-4}$ | $0.5 \times 10^{-4}$ | $2.8 \times 10^{-4}$ |
| 150 | $290.8 \times 10^{-4}$ | $7.4 \times 10^{-4}$ | $1.3 \times 10^{-4}$ | $1.5 \times 10^{-4}$ | $4.5 \times 10^{-4}$ |
| 200 | $275.6 \times 10^{-4}$ | $5.9 \times 10^{-4}$ | $3.4 \times 10^{-4}$ | $6.1 \times 10^{-4}$ | $2.8 \times 10^{-4}$ |
| 300 | $235.1 \times 10^{-4}$ | $14.9 \times 10^{-4}$ | $4.7 \times 10^{-4}$ | $7.7 \times 10^{-4}$ | $7.2 \times 10^{-4}$ |

is negligible compared to the effect of calorimeter granularity.

## VII. SYSTEMATIC UNCERTAINTIES

The sensitivity of the thrust differential to various uncertainties in the event selection procedure is evaluated as follows. For each source of systematic uncertainty, a "default" and "deviated" variable is constructed. The default variable is the result of the standard set of cuts defined earlier in this paper, while the deviated variable is the result of varying a particular parameter within its uncertainty. For each of the data samples corresponding to the four different values of transverse-energy thresholds of the leading jet, the systematic uncertainties on the thrust differential are calculated as the difference between the deviated and the default results. Each individual source of uncertainty is then added in quadrature to the statistical uncertainty of each data point.

## A. Jet-energy scale

Theoretical predictions for the event-shape variables are parametrized as functions of the leading-jet transverse energy. To evaluate the uncertainty on the leading-jet transverse energy due to the jet-energy corrections, we use a parametrization that under- and overestimates the leading-jet energy by 1 standard deviation in the jet-energy scale [21] and then rerun our event selection. The difference between the default and the deviated variable is assigned as a systematic uncertainty. As expected, most of the jet-energy scale error cancels in the ratio of sums of Eqs. (1) and (2) and in the calculation of $D$; hence, the resulting systematic uncertainty is small. We also find that results of the measurement are insensitive to the choice of jet reconstruction algorithm.

## B. Detector Hermeticity

The primary interaction vertex is required to lie within 60 cm from the center of the detector in order to ensure that the majority of the event is contained within the detector. This analysis of event-shape variables uses calorimeter information in the far-forward regions of the detector. As a result, the further a collision occurs from the nominal interaction point, the greater the possibility that particles fall beyond the detector's coverage. To evaluate the uncertainty due to this effect, we require a tighter cut on the $z$ position of the primary vertex, $|z|<20 \mathrm{~cm}$. The difference
in the variable between the default and the tight cut is then assigned as a systematic uncertainty.

## C. Effect of pileup

In the event selection, we specifically require events with a single vertex; however, it is possible that two vertices that lie very close to each other are reconstructed as a single vertex. This "pileup" effect is especially likely at high values of the instantaneous luminosity. To evaluate the uncertainty due to this effect, we separate events in each data sample into high (average of 3 primary interactions per bunch crossing) and low (average of 1.5 primary interactions per bunch crossing) luminosity subsets with approximately equal numbers of events. The thrust differential is then compared between subsets, and the difference is taken as a measure of the systematic uncertainty.

A summary of all uncertainties affecting this measurement is given in Table II, together with the values of the thrust differential.

## VIII. RESULTS

The distributions of the transverse thrust and thrust minor, uncorrected for detector effects, are shown in Fig. 9 for events with the $E_{T}^{\text {lead. jet }}$ greater than 200 GeV . Distributions for other $E_{T}^{\text {lead. jet }}$ thresholds can be found in [23]. There is not much difference between PYTHIA Tune A at the hadron level and the detector level (CDFSIM). Tune A describes the data fairly well, although not perfectly. The distribution of the thrust minor is slightly broader than the Tune A prediction (i.e., there is slightly more energy out of the plane than predicted by Tune A). The parton-level NLO + NLL predictions deviate significantly from the data, since they have no underlying event. For events with leading-jet transverse energy greater than 200 GeV , the mean value of the $\tau$ distribution shifts from $0.039 \pm$ 0.001 to $0.070 \pm 0.001$ (parton-level NLO + NLL to experiment), while the root median square remains unchanged at $0.040 \pm 0.001$. The mean value of the $T_{\min }$ distribution shifts from $0.142 \pm 0.002$ to $0.206 \pm 0.002$, with its root median square decreasing from $0.099 \pm 0.001$ to $0.087 \pm 0.001$.

Figure 10 shows the thrust differential as a function of $E_{T}^{\text {lead. jet }}$. In this plot, the data have been corrected for detector effects. The data are compared with PYTHIA Tune A and with parton-level NLO + NLL calculations. The NLO + NLL predictions shown in this figure


FIG. 9 (color online). The uncorrected CDF distributions of transverse thrust and thrust minor for leading-jet transverse energy greater than 200 GeV . The experimental results are compared with a parton-level NLO + NLL calculation and with PYTHIA at the hadron level (Tune A hadron) and at the detector level (i.e., after CDFSIM).
correspond to a particular choice of renormalization and factorization scale, namely, the transverse energy of the leading jet; the theoretical uncertainty on the thrust differential is approximately $20 \%$ [ 24,25 ] (theoretical uncertainties on transverse thrust and thrust minor are smaller and are of the order of $10 \%$ or less [24]). By construction, this observable all but eliminates the sensitivity to the underlying event. Based on $\gamma_{\mathrm{MC}}$ variation studies, we estimated that the residual effect of the UE is less than a few percent. Both pythia Tune A and the NLO + NLL calculations agree fairly well with the data, indicating that the nonperturbative effects are small. The corrected data and their associated uncertainties are listed in Table II.

## IX. SUMMARY

Event-shape-variable distributions are studied using unclustered calorimeter energies in proton-antiproton


FIG. 10 (color online). The CDF corrected results for the dependence of the thrust differential on the transverse energy of the leading jet. The experimental results are compared with a parton-level NLO + NLL calculation and with PYTHIA Tune A at the hadron level. The error bars correspond to statistical and systematic uncertainties added in quadrature.
collisions at a center-of-mass energy of 1.96 TeV . The measurements were performed using individual calorimeter towers with a transverse-energy threshold of 100 MeV . The data are compared to PYtHiA Tune A and to resummed parton-level predictions that were matched to fixedorder results at NLO accuracy (NLO + NLL). Both the thrust and thrust minor distributions are sensitive to the modeling of the underlying event. The Pythia Tune A distributions of the observables reproduce the experimental distributions fairly well, although not perfectly. The data show slightly more energy out of the hard-scattering plane than predicted by Tune A. These observables can be used to improve the modeling of the underlying event. The NLO + NLL predictions differ significantly from both the data and from PYTHIA Tune A, since these calculations do not incorporate either hadronization or the underlying event.

A new variable, called the thrust differential, is introduced. It is a weighted difference of the mean values of the thrust and thrust minor over the event sample. By construction, it is less sensitive to the underlying event and hadronization effects. Both PYTHIA Tune A and the NLO + NLL calculations succeed in describing the data on the thrust differential. This observable allows a comparison with the NLO + NLL calculations, and data and theory are found to agree well within the $20 \%$ theoretical uncertainty. The study contributes to our understanding of the underlying event in a hard-scattering process and illustrates the need to include underlying event contributions when comparing data with perturbative QCD in hadron-hadron collisions.
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